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Quark-gluon plasma

THE QGP: a partonic superfluid
QCD deconfinement: hadronic → partonic phase as T > 150-170 MeV

2

20 QCD and the Structure of Hadrons

Illustration of the lattice QCD approach to calculating nucleon prop-
erties. Using next-generation computing facilities, theorists will be able 
to calculate the nucleon’s internal quark substructure using a grid that 
is fine enough to accurately simulate our world’s spacetime continuum.

!e deconfinement phase transition in QCD matter. !e graph shows 
the energy density from lattice QCD as a function of temperature, 
normalized to the fourth power of the temperature in order to exhibit 
the rapid change of the effective number of massless degrees of freedom 
during the phase transition. Also indicated are the temperature ranges 
explored by heavy-ion experiments at the SPS, RHIC and LHC.
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Physicists Innovate 
Supercomputer Technology 

Reliable predictions of nucleon struc-
ture and the properties of hot and dense 
QCD matter require calculations with 
physical (that is, small) quark masses and 
with large, !ne-grained lattices. This can 

!e charge radius of an isovector (proton minus neutron) nucleon, 
computed in lattice QCD for a variety of pion masses. !e curves 
represent the theoretical extrapolation of the lattice data to the real 
pion mass and agree well with the measured experimental data.

Putting the Heat On 
By using asymmetric lattices, 

theorists can simulate systems 
of quarks and gluons at nonzero 
temperature. In its early days, for 
example, lattice QCD predicted 
the existence of the quark-gluon 
plasma, which would announce 
its existence through a dramatic 
jump in the energy density of QCD 
matter at a “critical” temperature 
of about 170 MeV (~2×1012 K; see 
bottom, right). This prediction moti-
vated the start of an experimental 
heavy-ion program to discover this 
form of matter. Advances in lattice 
QCD techniques and computing 
power have since enabled increas-
ingly accurate determinations 
of the transition temperature, as 
well as the quark-gluon plasma 
equation of state and a variety of observ-
ables that provide a detailed microscopic 
picture of the matter created in heavy-ion 
collisions. A recent breakthrough has been 
the development of algorithms to simulate 
the properties of matter with nonzero net 
baryon number density.
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Experiment
Lattice Calculations

only be done on supercomputers in 
the 10–100 Tera#ops class, capable 
of executing tens of trillions of 
arithmetic operations per second. 
To achieve this goal, DOE has sup-
ported supercomputers dedicated 
to lattice QCD calculations, includ-
ing both large computer clusters 
and an innovative computer, the 
QCDOC machine, designed and 
built by physicists for QCD. The 
unique and innovative technical 
solutions to key design problems 
in the QCDOC, developed in close 
collaboration with scientists at IBM, 
turned out to be extremely useful 
also for more general applications. 
They were adopted in the develop-
ment of the world’s currently most 
powerful commercially available 
supercomputer, the Blue Gene/L, 

by IBM. Advances in lattice QCD have thus 
helped to re-establish U.S. leadership in the 
critically important !eld of high-capability 
computing and thereby enhance our inter-
national competitiveness.

“The Frontiers of Science: A Long Range Plan” 
http://science.energy.gov/np/nsac/
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Quark-gluon plasma

THE QGP: a partonic superfluid
QCD deconfinement: hadronic → partonic phase as T > 150-170 MeV

10+ years of heavy ions at RHIC
Support lattice predictions
Suggest fluidlike behavior

2

20 QCD and the Structure of Hadrons

Illustration of the lattice QCD approach to calculating nucleon prop-
erties. Using next-generation computing facilities, theorists will be able 
to calculate the nucleon’s internal quark substructure using a grid that 
is fine enough to accurately simulate our world’s spacetime continuum.

!e deconfinement phase transition in QCD matter. !e graph shows 
the energy density from lattice QCD as a function of temperature, 
normalized to the fourth power of the temperature in order to exhibit 
the rapid change of the effective number of massless degrees of freedom 
during the phase transition. Also indicated are the temperature ranges 
explored by heavy-ion experiments at the SPS, RHIC and LHC.
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Reliable predictions of nucleon struc-
ture and the properties of hot and dense 
QCD matter require calculations with 
physical (that is, small) quark masses and 
with large, !ne-grained lattices. This can 

!e charge radius of an isovector (proton minus neutron) nucleon, 
computed in lattice QCD for a variety of pion masses. !e curves 
represent the theoretical extrapolation of the lattice data to the real 
pion mass and agree well with the measured experimental data.

Putting the Heat On 
By using asymmetric lattices, 

theorists can simulate systems 
of quarks and gluons at nonzero 
temperature. In its early days, for 
example, lattice QCD predicted 
the existence of the quark-gluon 
plasma, which would announce 
its existence through a dramatic 
jump in the energy density of QCD 
matter at a “critical” temperature 
of about 170 MeV (~2×1012 K; see 
bottom, right). This prediction moti-
vated the start of an experimental 
heavy-ion program to discover this 
form of matter. Advances in lattice 
QCD techniques and computing 
power have since enabled increas-
ingly accurate determinations 
of the transition temperature, as 
well as the quark-gluon plasma 
equation of state and a variety of observ-
ables that provide a detailed microscopic 
picture of the matter created in heavy-ion 
collisions. A recent breakthrough has been 
the development of algorithms to simulate 
the properties of matter with nonzero net 
baryon number density.
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only be done on supercomputers in 
the 10–100 Tera#ops class, capable 
of executing tens of trillions of 
arithmetic operations per second. 
To achieve this goal, DOE has sup-
ported supercomputers dedicated 
to lattice QCD calculations, includ-
ing both large computer clusters 
and an innovative computer, the 
QCDOC machine, designed and 
built by physicists for QCD. The 
unique and innovative technical 
solutions to key design problems 
in the QCDOC, developed in close 
collaboration with scientists at IBM, 
turned out to be extremely useful 
also for more general applications. 
They were adopted in the develop-
ment of the world’s currently most 
powerful commercially available 
supercomputer, the Blue Gene/L, 

by IBM. Advances in lattice QCD have thus 
helped to re-establish U.S. leadership in the 
critically important !eld of high-capability 
computing and thereby enhance our inter-
national competitiveness.

“The Frontiers of Science: A Long Range Plan” 
http://science.energy.gov/np/nsac/

patterns (figure 2.8) are well described by relativistic 
hydrodynamics for a perfect liquid (so-called “ideal” 
hydrodynamics) with an equation of state similar to the 
one predicted by lattice QCD. !e magnitude of the 
observed collective flow points to rapid thermalization 
and equilibration of the matter.  
 While a “perfect” liquid is defined as a fluid with-
out shear or bulk viscosity (a fluid’s internal resistance 
to flow), one of the exciting theoretical discoveries of 
the past few years is the insight that there may be a 
lower bound on the ratio between the shear viscosity 
and entropy density of any fluid. !us, in reality, a 
perfect liquid is a fluid that attains this lower bound. 
!ere is mounting evidence from analysis of RHIC 
data that the matter produced is nearly such a perfect 
liquid, with a viscosity to entropy density ratio within a 
factor of four of the bound. 

!e viscosity to entropy density 
ratio plotted versus a reduced 
temperature (T-T0)/T0 for 
various materials as indicated.  
!e conjectured lower bound is 

/s = 0.08. !e range of values 
inferred from the RHIC data 
(red point) is rather close to this 
bound. 
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Jet Quenching. QCD jets are ubiquitous in high-
energy collisions of all kinds, arising from the hard 
scattering of incoming quarks and gluons and their 
subsequent breakup (“fragmentation”) into a character-
istic spray of particles (pion, kaons, protons, etc.) that 
can be measured in a detector. Just as the differential 
absorption of x-rays in ordinary matter can be used to 
explore the density distribution and material composi-
tion inside the human body, so can the absorption of 
jets in the QGP be used to obtain a direct tomographic 
image of the gluon density of the plasma. !e strong 
quenching of jets, observed in central Au + Au col-
lisions via the dramatic suppression of particle pro-
duction and modification of jet correlations at high 
transverse momentum, is compelling evidence for 
the large energy loss of scattered quarks and gluons 
(partons) traversing matter that has a high density of 

so. To physicists’ surprise, however, the 
!reball produced in a heavy-ion collision 
comes closer than anything else: the RHIC 
data show that the generalized kinematic 
viscosity of a QGP cannot exceed the 
quantum limit by more than a factor of 
four (see !gure). The reason for this small 
value is still not fully understood. It may 
imply that the matter produced at RHIC 
is a strongly coupled QGP, or it may be 
the result of novel e"ects associated with 
strong color !elds. A central goal of the 
ongoing research program at RHIC is to 
clarify this issue—and in the process, to 
determine precisely how “perfect” this 
ultra-hot #uid really is. Achieving this goal 
will require more detailed measurements 
and much more sophisticated simulations 
of the collision dynamics. Of particular 
interest will be the behavior near the QCD 
critical point, where direct analogy to 
ordinary #uids suggests that the RHIC #uid 
will come closest to “perfection.”

In the meantime, nuclear physicists 
have led the way in applying the insights 
derived from string theory and RHIC colli-

sions to a very di"erent realm. As surprised 
as they were to !nd that the hottest, 
densest matter ever studied is also the 
most perfectly #uid, their colleagues in 
atomic physics have been just as surprised 
to observe a similar perfection in ultra-cold 
matter, when a gas of very slowly mov-
ing atoms is con!ned 
in a magnetic “trap.” By 
varying the magnetic !eld 
applied to such a system, 
these low-temperature 
researchers are able to 
tune the interactions 
between the atoms to the 
largest possible values 
allowed by quantum 
mechanics. At this special 

The Phases of Nuclear Matter

value of the magnetic !eld, they !nd that 
the #ow of the atomic gas is just about 
as perfect as a QGP’s, with a kinematic 
viscosity only about a factor of three or 
four above the lower bound. (By no coinci-
dence, perhaps, the gas is also fairly close 
to its own critical temperature.)
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the Alternating Gradient Synchrotron, SPS and RHIC. These yields can 
be described by assuming that all hadrons are formed only when the 
fireball reaches a specific equilibrium temperature, volume and baryon 
chemical potential (a measure of the energy change brought about by 
the addition of one more baryon to the system). Under these conditions, 
the hadron yields can be characterized in relatively simple terms by the 
thermodynamic grand-canonical ensemble or, in the special case of 
small particle numbers, by the canonical ensemble. Such conditions 
are dubbed the ‘chemical freeze-out’ scenario, in analogy to the produc-
tion of bound particles as the early Universe cooled. Detailed analyses 
of the freeze-out can be found in refs 18 and 19, and a comprehensive 
review in ref. 20. 

Importantly, the energies attained in the SPS and RHIC are also high 
enough to produce particles containing several strange quarks, includ-
ing the Ω and Ω− baryons. Yields of these baryons agree very well with 
chemical-equilibrium calculations, and are much higher than in pro-
ton–proton collisions. The interpretation is that in heavy-ion collisions, 
the chemical freeze-out is caused by the quark–gluon plasma and its 
transition to normal matter, whereas this plasma is absent in collisions 
between protons.

With increasing centre-of-mass collision energy, the chemical poten-
tial decreases smoothly, so new baryons and antibaryons can be created 
with increasing ease (Fig. 2a). By contrast, although the temperature 
increases strongly at first, it plateaus rather abruptly near √sNN = 10 GeV, 
at a value slightly higher than 160 MeV (Fig. 2b). This plateau supports 
Hagedorn’s limiting-temperature hypothesis5, and strongly suggests that 
a boundary — the phase boundary — is reached at a critical collision 
energy. Beyond that energy, all additional energy goes into heating the 
quark–gluon plasma which, in turn, cools again and freezes out at the 
phase boundary (critical temperature).

If the temperature of the collision fireball is plotted against its chemi-
cal potential, with one entry for each energy investigated, a phase 
diagram can be constructed for the strongly interacting matter con-
tained within it (Fig. 2c). What emerges can be compared to various 
predictions of the position of the phase boundary taken8–10 from lattice 
quantum chromodynamics and21 from a simple ‘bag model’ of quarks’ 
confinement into hadrons. For chemical potentials of less than about 
400 MeV — corresponding to the critical energy discussed above — the 
temperatures and chemical potentials determined from the measured 
hadron yields coincide, within about 10 MeV uncertainty, with the 
phase boundary as determined from lattice quantum chromodynamics 
calculations. When the phase boundary is reached, all further points 
follow it — hadrons cannot be formed in the quark–gluon plasma, only 
as the plasma rehadronizes.

But could this just be coincidence? What mechanism enforces equilib-
rium at the phase boundary? Collision rates and the timescales of fireball 
expansion in the hadronic phase22 imply that, at the energies used in 
the SPS and RHIC, equilibrium cannot be established in the hadronic 
medium. Rather, it is the phase transition between deconfined and con-
fined matter that ensures chemical equilibrium through multi-particle 
collisions during hadronization. Alternatively, the plateau can be inter-
preted to arise23,24 from the filling of phase space during hadronization. 
In either case, all current interpretations of the observed phenomena 
relate the chemical variables directly to the phase boundary. This implies 
that a fundamental parameter of quantum chromodynamics — namely 
the critical temperature for the deconfinement phase transition — has 
been determined experimentally to be close to 160 MeV, for small values 
of chemical potential.

This interpretation will be tested directly by experiments at the LHC. 
If the plateau phenomenon holds, as is to be expected from the above 
considerations, then the particle yields measured at LHC energy should, 
except for an overall volume parameter, agree closely with those meas-
ured at the much smaller RHIC energy. That would lend strong support 
to a phase boundary as the limiting agent.

The observed equilibrium is a strong indication that a matter-like 
medium is produced in high-energy collisions between nuclei. In colli-
sions among particles such as leptons or nucleons, such equilibrium is 

not observed, at least not at the energies at which particles containing 
strange quarks can be produced20, and hence no medium is formed. 
We finally note that, as is evident from Fig. 2c, in heavy-ion collisions 
the chemical freeze-out temperature is not universal but instead varies 
strongly at large values of the chemical potential. This implies that the 
properties of the medium change with energy, indicating a transition to 
a baryon-rich medium at low energies.

The phase transition at low baryon density is probably of the cross-
over type25. General considerations, as well as results from lattice quan-
tum chromodynamics, suggest the possibility of a first-order phase 
transition at higher baryon densities with a corresponding critical end-
point as sketched in Fig. 2c. Experiments to search for the critical point 
are planned at the SPS, RHIC and the future Facility for Antiproton and 
Ion Research (FAIR) at the heavy-ion research centre GSI in Darmstadt, 
Germany. 

Hydrodynamic expansion and cooling
If matter is formed in the moments after a nuclear collision, hydro-
dynamic flow effects should be seen owing to the strong pressure gradients 
present in it. At ultra-relativistic energies, two colliding nuclei are highly 
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Figure 3 | Geometry of matter during a nuclear collision. a, The nuclear 
overlap region for semi-central collisions. Early in the collision, the 
pressure gradient is large in the plane of the collision, x. After some time, 
the large pressure gradient leads to a larger expansion velocity (vx) in this 
direction (b). The expansion velocity profile in the x–y plane leads to highly 
asymmetrical particle emission, with azimuthal anisotropies in momenta 
perpendicular to the beam (p t) of various particles. c, The distribution 
of these momenta can be quantified by a Fourier decomposition and 
parametrized by the second Fourier coefficient v2 = <cos2φ> — also called 
the ‘elliptical flow’56–58 — in which the angle φ is measured relative to the 
direction of impact: higher transverse momenta are recorded for particles 
emerging in the reaction plane, whereas much lower momenta are observed 
perpendicular to the reaction plane. As a consequence, the v2 coefficients 
are large and show a characteristic pt dependence. Data for π mesons, Κ 
mesons, antiprotons (p‒) and Λ baryons (with masses mc2 of about 140, 
495, 940 and 1,115 MeV, respectively) agree very well in their mass- and 
pt-dependence with predictions59–61 made with relativistic hydrodynamics 
and an equation of state determined by weakly interacting quarks and 
gluons. Although the data are not very sensitive to the particular equation 
of state used, equations of state based exclusively on hadrons do not lead to 
a satisfactory description of the data. The data shown are from the STAR 
experiment at RHIC62. Part c reproduced, with permission, from ref. 62.
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Hydrodynamics in nuclear collisions

Anisotropic flow of exploding fireball
Initial spatial eccentricity ⇒ final momentum eccentricity

Anisotropic pressure gradients drive particles in-plane 

Similar “flow” also observed in other systems

3
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Hydrodynamics in nuclear collisions

Anisotropic flow of exploding fireball
Initial spatial eccentricity ⇒ final momentum eccentricity

Anisotropic pressure gradients drive particles in-plane 

Similar “flow” also observed in other systems

3

A charge-coupled device camera images the
gas from a direction perpendicular to the axial
direction (z) of the trap and parallel to the
applied magnetic field direction (y). The small
repulsive potential induced by the high-field
magnet is along the camera observation axis
and does not affect the images. The remaining
attractive potential has cylindrical symmetry
and corresponds to a harmonic potential with an
oscillation frequency for 6Li of 20 Hz at 910 G.
Resonant absorption imaging is performed on a
cycling transition at a fixed high magnetic field
by using a weak (I/Isat ! 0.05), 20-"s probe
laser pulse that is #– polarized with respect to
the y axis. Any residual #$ component is re-
jected by an analyzer. At 910 G, the transitions
originating from the two occupied spin states
are split by 70 MHz and are well resolved
relative to the half-linewidth of 3 MHz, permit-
ting precise determination of the column den-
sity and hence the number of atoms per state.
The magnification is found to be 4.9 % 0.15 by
moving the axial position of the trap through
0.5 mm with a micrometer. The net systematic
error in the number measurement is estimated
to be –6%

$10% (26). The spatial resolution is esti-
mated to be &4 "m by quadratically combining
the effective pixel size, 13.0 "m/4.9, with the
aperture-limited spatial resolution of &3 "m.

Figure 1 shows images of the anisotropic
expansion of the degenerate gas at various
times t after release from full trap depth. The
gas rapidly expands in the transverse direction
(Fig. 2A) while remaining nearly stationary in
the axial direction (Fig. 2B) over a time period
of 2.0 ms. In contrast to ballistic expansion,
where the column density is ' 1/t2, the column
density decreases only as 1/t for anisotropic
expansion. Consequently, the signals are quite
large even for long expansion times.

One possible explanation of the observed
anisotropy is provided by a recent theory of
collisionless superfluid hydrodynamics (18).
After release from the trap, the gas expands
hydrodynamically as a result of the force from
an effective potential Ueff ( !F $ UMF, where
!F(x) is the local Fermi energy and UMF(x) is
the mean field contribution. In general, UMF '
aeff n, where n is the spatial density and aeff is
an effective scattering length. However, this
theory is not rigorously applicable to our exper-
iment, as it was derived for the dilute limit
assuming a momentum-independent scattering
length aeff ( aS. This assumption is only valid
when kF"aS" ) 1, where kF is the Fermi wave
vector. By contrast, our experiments are per-
formed in the intermediate density regime (7),
where kF"aS" ** 1, and the interactions are
unitarity-limited. We have therefore attempted
to extend the theory in the context of a simple
model. We make the assumption that unitarity
limits aeff to &1/kF. As n ' kF

3 and !F(x) (
+2kF

2/(2M), where + is Planck’s constant divid-
ed by 2,, we obtain UMF ( -!F(x), where - is
a constant. This simple assumption is further

justified by more detailed calculations (7)
showing that - is an important universal many-
body parameter. With this assumption,
Ueff(x) ( (1 $ -)!F(x). Because !F ' n2/3, it
then follows that Ueff ' n2/3.

For release from a harmonic trap and Ueff

' n., the hydrodynamic equations admit an
exact solution (18, 27),

n (x, t) ( [n0(x/bx, y/by, z/bz)]/bxbybz (1)

where n0(x) is the initial spatial distribution
in the trap, and bi(t) are time-dependent scal-
ing parameters that satisfy simple coupled
differential equations with the initial condi-
tions bi(0) ( 1, ḃi(0) ( 0, where i ( x, y, z.
Because the shape of the initial distribution
(even with the mean field included) is deter-
mined by the trap potential, n0 is a function
only of r/ where 0̄2r/2 ( 0!

2 (x2 $ y2) $ 0z
2z2

and 0̄ ( (0!
2 0z)

1/3. Hence, the initial radii of
the density distribution n0 are in the propor-
tion #x(0)/#z(0) ( 1 2 0z/0!. For our trap,
1 ( 0.035. Then, during hydrodynamic ex-
pansion, the radii of the density distribution
evolve according to

#x(t) ( #x(0)bx(t)

#z(t) ( #z(0)bz(t) (2)

We determine bx(t) ( by(t) and bz(t) from their
evolution equations (18). For . ( 2/3, b̈x (
0!

2 bx
37/3bz

32/3 and b̈z ( 0z
2bx

34/3bz
35/3.

From the expansion data, the widths #x(t)
and #z(t) are determined by fitting one-dimen-
sional distributions (28) with normalized, zero-
temperature Thomas-Fermi (T-F) distributions,
n(x)/N ( [16/(5,#x)](1 – x2/#x

2)5/2. As shown
in Fig. 2A, the zero-temperature T-F fits to the
transverse spatial profiles are quite good. This
shape is not unreasonable despite a potentially
large mean field interaction. As noted above,
UMF(x) ' !F(x). Hence, the mean field simply
rescales the Fermi energy in the equation of
state (18). In this case, it is easy to show that the
initial shape of the cloud is expected to be that
of a T-F distribution. This shape is then main-
tained by the hydrodynamic scaling of Eq. 2.

Figure 3A shows the measured values of
#x(t) and #z(t) as a function of time t after
release. To compare these results with the pre-
dictions of Eq. 2, we take the initial dimensions
of the cloud, #x(0) and #z(0), to be the zero-
temperature Fermi radii. For our measured
number N ( 7.5–0.5

$0.8 4 104 atoms per state, and
0̄ ( 2, 4 (2160 % 65 Hz), the Fermi temper-
ature is TF ( +0̄(6N)1/3/kB ( 7.9–0.2

$0.3 "K at full
trap depth. One then obtains #x(0) ( (2kBTF/
M0x

2)1/2 ( 3.6 % 0.1 "m in the transverse
direction, and #z(0) ( 103 % 3 "m in the axial
direction. For these initial dimensions, we ob-
tain very good agreement with our measure-
ments using no free parameters, as shown by
the solid curves in Fig. 3A.

Figure 3B shows the measured aspect ratios
#x(t)/#z(t) and the theoretical predictions based

on hydrodynamic, ballistic, and attractive (- (
–0.4) or repulsive (- ( 0.4) collisionless mean
field scaling (18). The observed expansion ap-
pears to be nearly hydrodynamic. For compar-
ison, we also show the measured aspect ratios
obtained for release at 530 G, where the scat-
tering length has been measured to be nearly
zero (19, 21). In this case, there is excellent

Fig. 1. False-color absorption images of a
strongly interacting, degenerate Fermi gas as a
function of time t after release from full trap
depth for t ( 0.1 to 2.0 ms, top to bottom. The
axial width of the gas remains nearly stationary
as the transverse width expands rapidly.
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strong coupling
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low specific viscosity:
→ hydrodynamic flow

QGP (1 TK)
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PbPb at the LHC

The November revolution

November 2009
First p-p collisions, 900 GeV

November 2010
First Pb-Pb collisions, 2.76 TeV
LPbPb reached 2 x 1025 cm-2 s-1 
(Pb-Pb Design luminosity = 1027)

November 2011
20x increase over 2010 ∫Ldt

CMS matched their 2010 data 
volume in 1 day!

4

CERNfaq
LHC
the guide
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The LHC experiments 5

ALICE
ATLAS
CMS
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The LHC experiments 6

ALICE
ATLAS
CMS
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The LHC experiments

ALICE 
ATLAS
CMS

7

Rylan Conway Moriond/QCD, La Thuile, March 10 - 17, 2012

The CMS Detector

Hadronic Calorimeter

EM Calorimeter

Tracker

Muon Chambers

3

3.8 T solenoid 
(pT > 100 MeV)

Inner tracker:
3 Si pixel layers
10 Barrel Si strip layers
11 Endcap Si strip layers

Crystal EM Calorimeter
Brass/Scintillator HCal
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Measuring anisotropic flow (I)

Parametrize azimuthal particle density
 
Quantify using nth Fourier coefficient vn

8

E
d3N

d3p
=

1

2πpT

d2N

dpT dy

�
1 + 2

∞�

n=1

vn cosn(φ−ΨRP
n )

�

videaln = �cosn(φ−ΨRP
n )�

New J. Phys. 13 (2011) 055008
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Event plane method

ΨRP is the ideal reaction plane.
Fluctuations: symmetry axes rotated from collision coordinates. 

The nth-order event plane (of participants) is measured:
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Measuring anisotropic flow (II)

Multi-particle cumulants
No event plane measurement required!

2-particle and 4-particle cumulants:

9

Borghini, Dihn and Ollitrault, PRC 64, 054901 (2001)
Bilandzic, Snellings and Voloshin, PRC 83, 044913 (2011)

cn{4} ≡ ��ein(φ1+φ2−φ3−φ4)�� − 2��ein(φ1−φ2)��2

cn{2} ≡ ��ein(φ1−φ2)��
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Measuring anisotropic flow (II)

Multi-particle cumulants
No event plane measurement required!

2-particle and 4-particle cumulants:

Different sensitivities to 
fluctuations and nonflow:

useful!

9

Borghini, Dihn and Ollitrault, PRC 64, 054901 (2001)
Bilandzic, Snellings and Voloshin, PRC 83, 044913 (2011)

cn{4} ≡ ��ein(φ1+φ2−φ3−φ4)�� − 2��ein(φ1−φ2)��2

cn{2} ≡ ��ein(φ1−φ2)��

v2n{2} = v̄2n + σ2
v + δ

v2n{4} = v̄2n − σ2
v
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Flow is a collective effect.
Correlating 4 particles vs. 2 

suppresses “nonflow”

Cumulant method
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FIG. 2. (Color online) The steps involved in
the extraction of vn values for 2–3 GeV fixed-
pT correlations in the 0–5% centrality in-
terval: (a) two-dimensional correlation func-
tion, (b) the one-dimensional ∆φ correlation
function for 2 < |∆η| < 5 (re-binned into 100
bins), overlaid with contributions from the
individual vn,n components and their sum,
as well as the residual difference between the
data and the sum, (c) Fourier coefficient vn,n

vs. |∆η| for n = 1–6, and (d) vn vs. |∆η|
for n = 2–6. The shaded bands in (c) and
(d) indicate the systematic uncertainties as
described in the text.

and only a small fraction contributes to the uncertainties
of the pair acceptance function. Three possible residual
effects for vdetn,n are studied: 1) the time dependence of
the pair acceptance, 2) the effect of imperfect centrality
matching, and 3) the effect of imperfect zvtx matching.
In each case, the residual vdetn,n values are evaluated by
a Fourier expansion of the ratio of the pair acceptances
before and after the variation. Overall, significant devi-
ations are observed only for the effect of imperfect zvtx
matching, and they are generally larger for narrower |∆η|
ranges and higher pT.

The systematic uncertainty of the pair acceptance is
the quadrature sum of these three estimates, which is
δvn,n = (2.5–8) × 10−6 depending on n, pT, and the
width of |∆η| interval. This absolute uncertainty is prop-
agated to the uncertainty in vn, and it is the dominant
uncertainty when vn is small, e.g. for v6. Moreover, re-
sults for inclusive charged particles are compared to those
obtained independently using same-charge and opposite-
charge pairs. These two types of correlations have some-
what different pair acceptances due to different relative
bending directions between the two tracks. They are
found to give consistent results for n ≤ 6, where the vn,n
values are dominated by physics effects. However, small
systematic deviations are observed for n ≥ 8, where the
vn,n values are expected to be dominated by acceptance

effects. Therefore, the systematic uncertainty also in-
cludes the RMS difference of the vn,n values averaged for
8 ≤ n ≤ 15 between the two types of correlations. This
uncertainty is usually much smaller than those associated
with vdetn,n, except for large pT.

The second type of systematic uncertainty includes the
sensitivity of the analysis to track quality cuts, variation
between different running periods, trigger and event se-
lection, as well as the ability to reproduce the input vn
in fully simulated, digitized and reconstructed HIJING
events with azimuthal anisotropy imposed on the gen-
erated particles. Most systematic uncertainties cancel
for the correlation function when dividing the foreground
and background distributions. The estimated residual ef-
fects are summarized in Table VI.

The total systematic uncertainties are the quadra-
ture sum of the uncertainties calculated from pair ac-
ceptance, the RMS difference of the vn,n averaged for
8 ≤ n ≤ 15 between the same-charge and opposite-charge
correlations, and those listed in Table VI. They are then
propagated to uncertainties for vn. These uncertainties
are plotted as shaded bands around the data points in
Figs. 2(c) and 2(d). Most of these uncertainties are cor-
related between different pT ranges. However, a fraction
of them are found to be uncorrelated with pT, coming
mainly from the track selection, running period varia-

Measuring anisotropic flow (III)

Extract harmonics from 2-particle correlation functions
Δη gap excludes (0, 0) peak → suppresses nonflow

Harmonic amplitude ≡ VnΔ (ALICE, CMS) a.k.a. vn,n (ATLAS)

Discrete Fourier transformation:

10

Fourier decomposition method

ATLAS arXiv:1203.3087v1

Harmonics 
(from DFT or fit) 

related to vn:

amplitude =
vn

a x vn
b

7

where

S(∆φ,∆η) =

∫

dφadηadφbdηbδab
d4N

dφadηadφbdηb
,(13)

B(∆φ,∆η) =

∫

dφadηadφbdηbδab
d2N

dφadηa

d2N

dφbdηb
.(14)

The δab is a shorthand notation for δ(φa−φb−∆φ)δ(ηa−
ηb −∆η).

For an ideal detector, the combinatorial pair distribu-
tion is uniform in ∆φ, and has a nearly triangular shape
in ∆η due to the weak dependence of the single-particle
distribution on η [56]. In reality, both same-event and
combinatorial pair distributions are modulated by detec-
tor inefficiencies and non-uniformity. These detector ef-
fects influence the two distributions in the same way so
they cancel in the ratio. Therefore, B(∆φ,∆η) is often
referred to as the pair acceptance function [37]. In this
analysis, B(∆φ,∆η) is estimated from track pairs from
two events with similar centrality (matched within 5%)
and zvtx (matched within 1 mm). The two particles in
the pair are typically selected with different conditions,
such as different pT ranges, pseudorapidities and charge
signs. In this analysis, charged particles measured by the
ID with a pair acceptance extending up to |∆η| = 5 are
used.

Figure 2(a) shows the two-dimensional (2-D) correla-
tion function for pairs from a representative pT range
of 2–3 GeV and 0–5% centrality interval. It reveals
the characteristic long-range near-side “ridge” and away-
side “double-hump” structures that were observed pre-
viously in heavy ion collisions at the RHIC for a sim-
ilar pT range [41–43]. A narrow short range correla-
tion peak is also seen at (∆φ,∆η) ∼ (0, 0), presumably
due to autocorrelations from jet fragmentation and reso-
nance decays. From the 2-D correlation function, a one-
dimensional (1-D) ∆φ correlation function can be con-
structed for a given ∆η interval:

C(∆φ) = A×
∫

S(∆φ,∆η)d∆η
∫

B(∆φ,∆η)d∆η
. (15)

The normalization constant A is determined by scaling
the number of pairs in 2 < |∆η| < 5 to be the same be-
tween the foreground (S) and background (B). This nor-
malization is then applied to other ∆η intervals. Each
1-D correlation function is expanded into a Fourier se-
ries according to Eq. 2, with coefficients vn,n calculated
directly via a discrete Fourier transformation (DFT):

vn,n = 〈cosn∆φ〉 =
∑N

m=1 cos(n∆φm)C(∆φm)
∑N

m=1 C(∆φm)
,(16)

where n = 1–15, and N = 200 is the number of ∆φ bins.
A small upward relative correction is applied (∼ 0.15%
for n = 6 and increasing to 1% for n = 15) to account for
the finite ∆φ bin width. Figure 2(b) shows one such 1-D
correlation function for 2 < |∆η| < 5, overlaid with the
corresponding contributions from individual vn,n com-

ponents. The shape of the correlation function is well
described by the sum of the first six vn,n components.
According to Eq. 4, if the correlations are dominated

by those arising from asymmetry of the initial geometry
such as flow, vn,n should factorize into the product of two
single-particle harmonic coefficients. This is found to be
the case for n ≥ 2 at low pT for pairs with a large ∆η
gap, but is not true for n = 1 (see Sections VB and VC).
Thus if the two particles are selected from the same pT
interval (“fixed-pT” correlations) as in Fig. 2, the single-
particle vn for n ≥ 2 can be calculated as vn =

√
vn,n.

When vn,n < 0, vn is defined as vn = −
√

|vn,n| (or vn =

vn,n/
√

|vn,n| in general). This calculation is repeated
for all 1-D correlation functions in each |∆η| slice. The
resulting full |∆η| dependence of vn,n and vn are shown
in Figs. 2(c) and 2(d).
The vn,n and vn values are found to vary rapidly for

|∆η| ! 1, presumably reflecting the influence of the short
range correlation at (∆φ,∆η) ∼ (0, 0) (Fig. 2 (a)), but
they decrease much more slowly for larger |∆η|. This
slow decrease is expected since the single-particle vn also
decreases very slowly with η (see Fig. 3), and the fac-
torization relation Eq. 4 is valid for the present pT range
(see Section VB). These behaviors suggest that the auto-
correlations from near-side jet fragmentation and reso-
nance decays can be largely eliminated by requiring a
large ∆η gap (e.g. |∆η| > 2).
Each “fixed-pT” correlation function provides a refer-

ence vn for a chosen pT range (denoted by superscript
“a”). Tracks from this pT range are then correlated
with those from a target pT range (denoted by super-
script “b”), and this “mixed-pT” correlation is used to
calculate vn,n and to obtain the vn in the target pT via
Eq. 4. Since factorization is expected to be valid for the
anisotropies driven by the initial geometry, but is bro-
ken by the presence of autocorrelations among the jet
fragmentation products, the level of consistency between
vn obtained from different reference pT ranges reveals
whether the 2PC is dominated by anisotropies driven by
the initial geometry. A detailed study of the factorization
properties of v1–v6 is presented in Section VB.
The correlation function relies on the pair acceptance

function to reproduce and cancel the detector acceptance
effects in the foreground distribution. Mathematically,
the pair acceptance function in ∆φ is simply a convo-
lution of two single-particle azimuthal distributions, and
should be uniform in ∆φ without detector imperfections.
A natural way of quantifying the influence of detector ef-
fects on vn,n and vn is to transform the single-particle
and pair acceptance functions into the Fourier space.
The resulting coefficients for pair acceptance vdetn,n are the
product of those for the two single-particle acceptances
vdet,an and vdet,bn . In general, the pair acceptance func-
tion is quite flat: the maximum variation from its aver-
age is observed to be less than 0.001 for pairs integrated
over 2 < |∆η| < 5, and the corresponding |vdetn,n| values
are found to be less than 1.5 × 10−4. These vdetn,n values
are expected to mostly cancel in the correlation function,
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larger radial flow 
velocity, thus
higher <pT>
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v2 vs. centrality

ALICE v2{2} and v2{4}

Sharp rise from central to 
mid-central collisions
reflects increasing eccentricity

Declines in most peripheral 
events
weaker pressure from smaller 
system

Large difference between 
2- and 4-particle cumulants
Quantifies fluctuations! 
What can be learned from this?

12
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Fluctuations and initial-state models

Flow fluctuations:

13
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v2 at RHIC and LHC: ALICE and STAR

ALICE data (colored) matches RHIC within 5%

Agreement also consistent with hydro predictions
 e.g. PRC 84 (2011) 044903

14

ITS-TPC and TPC stand-alone tracking are in excellent
agreement. Because of the smaller corrections for the
azimuthal acceptance, the results obtained using the TPC
stand-alone tracks are presented in this Letter.

The pt-differential flow was measured for different
event centralities using various analysis techniques. In
this Letter we report results obtained with 2- and 4-particle
cumulant methods [34], denoted v2f2g and v2f4g. To cal-
culate multiparticle cumulants we used a new fast and
exact implementation [35]. The v2f2g and v2f4g measure-
ments have different sensitivity to flow fluctuations and
nonflow effects—which are uncorrelated to the initial ge-
ometry. Analytical estimates and results of simulations
show that nonflow contributions to v2f4g are negligible
[36]. The contribution from flow fluctuations is positive
for v2f2g and negative for v2f4g [37]. For the integrated
elliptic flow we also fit the flow vector distribution [38] and
use the Lee-Yang zeros method [39], which we denote by
v2fq-distg and v2fLYZg, respectively [40]. In addition to
comparing the 2- and 4-particle cumulant results we also
estimate the nonflow contribution by comparing to corre-
lations of particles of the same charge. Charge correlations
due to processes contributing to nonflow (weak decays,
correlations due to jets, etc.) lead to stronger correlations
between particles of unlike charge sign than like charge
sign.

Figure 2(a) shows v2ðptÞ for the centrality class 40%–
50% obtained with different methods. For comparison, we
present STAR measurements [41,42] for the same central-
ity from Au-Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV, indicated
by the shaded area. We find that the value of v2ðptÞ does
not change within uncertainties from

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV to
2.76 TeV. Figure 2(b) presents v2ðptÞ obtained with the 4-
particle cumulant method for three different centralities,
compared to STAR measurements. The transverse momen-
tum dependence is qualitatively similar for all three cen-
trality classes. At low pt there is agreement of v2ðptÞ with
STAR data within uncertainties.

The integrated elliptic flow is calculated for each cen-
trality class using the measured v2ðptÞ together with the
charged particle pt-differential yield. For the determina-
tion of integrated elliptic flow the magnitude of the charged
particle reconstruction efficiency does not play a role.
However, the relative change in efficiency as a function
of transverse momentum does matter. We have estimated
the correction to the integrated elliptic flow based on
HIJING and THERMINATOR simulations. Transverse momen-
tum spectra in HIJING and THERMINATOR are different,
giving an estimate of the uncertainty in the correction.
The correction is about 2% with an uncertainty of 1%. In
addition, the uncertainty due to the centrality determina-
tion results in a relative uncertainty of about 3% on the
value of the elliptic flow.

Figure 3 shows that the integrated elliptic flow increases
from central to peripheral collisions and reaches a

maximum value in the 50%–60% and 40%–50% centrality
class of 0:106$ 0:001ðstatÞ $ 0:004ðsystÞ and 0:087$
0:002ðstatÞ $ 0:003ðsystÞ for the 2- and 4-particle cumu-
lant method, respectively. It is also seen that the measured
integrated elliptic flow from the 4-particle cumulant, from
fits of the flow vector distribution, and from the Lee-Yang
zeros method, are in agreement. The open markers in Fig. 3
show the results obtained for the cumulants using particles
of the same charge. The 4-particle cumulant results agree
within uncertainties for all charged particles and for the
same charge particle data sets. The 2-particle cumulant
results, as expected due to nonflow, depend weakly on
the charge combination. The difference is most pro-
nounced for the most peripheral and central events.
The integrated elliptic flow measured in the 20%–30%

centrality class is compared to results from lower energies
in Fig. 4. For the comparison we have corrected the inte-
grated elliptic flow for the pt cutoff of 0:2 GeV=c. The
estimated magnitude of this correction is ð12$ 5Þ% based
on calculations with THERMINATOR. The figure shows that
there is a continuous increase in the magnitude of the
elliptic flow for this centrality region from RHIC to LHC
energies. In comparison to the elliptic flow measurements
in Au-Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV, we observe
about a 30% increase in the magnitude of v2 at

ffiffiffiffiffiffiffiffi
sNN

p ¼
2:76 TeV. The increase of about 30% is larger than in
current ideal hydrodynamic calculations at LHC multiplic-

)c (GeV/
t

p
1 2 3 4 5

2v

0.05

0.1

0.15

0.2

0.25

0.3 {2}2v

{4}2v

(STAR){4}2v

)c (GeV/
t

p
0 1 2 3 4 5

{4
}

2v

0.05

0.1

0.15

0.2

0.25
10%-20%

20%-30%

30%-40%

10%-20%(STAR)

20%-30%(STAR)

30%-40%(STAR)

(a)

(b)

40%-50%

40%-50%

FIG. 2 (color online). (a) v2ðptÞ for the centrality bin 40%–
50% from the 2- and 4-particle cumulant methods for this
measurement and for Au-Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV.
(b) v2f4gðptÞ for various centralities compared to STAR mea-
surements. The data points in the 20%–30% centrality bin are
shifted in pt for visibility.
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Mass separation continues 
viscous hydro still gives approximate description
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18

the Alternating Gradient Synchrotron, SPS and RHIC. These yields can 
be described by assuming that all hadrons are formed only when the 
fireball reaches a specific equilibrium temperature, volume and baryon 
chemical potential (a measure of the energy change brought about by 
the addition of one more baryon to the system). Under these conditions, 
the hadron yields can be characterized in relatively simple terms by the 
thermodynamic grand-canonical ensemble or, in the special case of 
small particle numbers, by the canonical ensemble. Such conditions 
are dubbed the ‘chemical freeze-out’ scenario, in analogy to the produc-
tion of bound particles as the early Universe cooled. Detailed analyses 
of the freeze-out can be found in refs 18 and 19, and a comprehensive 
review in ref. 20. 

Importantly, the energies attained in the SPS and RHIC are also high 
enough to produce particles containing several strange quarks, includ-
ing the Ω and Ω− baryons. Yields of these baryons agree very well with 
chemical-equilibrium calculations, and are much higher than in pro-
ton–proton collisions. The interpretation is that in heavy-ion collisions, 
the chemical freeze-out is caused by the quark–gluon plasma and its 
transition to normal matter, whereas this plasma is absent in collisions 
between protons.

With increasing centre-of-mass collision energy, the chemical poten-
tial decreases smoothly, so new baryons and antibaryons can be created 
with increasing ease (Fig. 2a). By contrast, although the temperature 
increases strongly at first, it plateaus rather abruptly near √sNN = 10 GeV, 
at a value slightly higher than 160 MeV (Fig. 2b). This plateau supports 
Hagedorn’s limiting-temperature hypothesis5, and strongly suggests that 
a boundary — the phase boundary — is reached at a critical collision 
energy. Beyond that energy, all additional energy goes into heating the 
quark–gluon plasma which, in turn, cools again and freezes out at the 
phase boundary (critical temperature).

If the temperature of the collision fireball is plotted against its chemi-
cal potential, with one entry for each energy investigated, a phase 
diagram can be constructed for the strongly interacting matter con-
tained within it (Fig. 2c). What emerges can be compared to various 
predictions of the position of the phase boundary taken8–10 from lattice 
quantum chromodynamics and21 from a simple ‘bag model’ of quarks’ 
confinement into hadrons. For chemical potentials of less than about 
400 MeV — corresponding to the critical energy discussed above — the 
temperatures and chemical potentials determined from the measured 
hadron yields coincide, within about 10 MeV uncertainty, with the 
phase boundary as determined from lattice quantum chromodynamics 
calculations. When the phase boundary is reached, all further points 
follow it — hadrons cannot be formed in the quark–gluon plasma, only 
as the plasma rehadronizes.

But could this just be coincidence? What mechanism enforces equilib-
rium at the phase boundary? Collision rates and the timescales of fireball 
expansion in the hadronic phase22 imply that, at the energies used in 
the SPS and RHIC, equilibrium cannot be established in the hadronic 
medium. Rather, it is the phase transition between deconfined and con-
fined matter that ensures chemical equilibrium through multi-particle 
collisions during hadronization. Alternatively, the plateau can be inter-
preted to arise23,24 from the filling of phase space during hadronization. 
In either case, all current interpretations of the observed phenomena 
relate the chemical variables directly to the phase boundary. This implies 
that a fundamental parameter of quantum chromodynamics — namely 
the critical temperature for the deconfinement phase transition — has 
been determined experimentally to be close to 160 MeV, for small values 
of chemical potential.

This interpretation will be tested directly by experiments at the LHC. 
If the plateau phenomenon holds, as is to be expected from the above 
considerations, then the particle yields measured at LHC energy should, 
except for an overall volume parameter, agree closely with those meas-
ured at the much smaller RHIC energy. That would lend strong support 
to a phase boundary as the limiting agent.

The observed equilibrium is a strong indication that a matter-like 
medium is produced in high-energy collisions between nuclei. In colli-
sions among particles such as leptons or nucleons, such equilibrium is 

not observed, at least not at the energies at which particles containing 
strange quarks can be produced20, and hence no medium is formed. 
We finally note that, as is evident from Fig. 2c, in heavy-ion collisions 
the chemical freeze-out temperature is not universal but instead varies 
strongly at large values of the chemical potential. This implies that the 
properties of the medium change with energy, indicating a transition to 
a baryon-rich medium at low energies.

The phase transition at low baryon density is probably of the cross-
over type25. General considerations, as well as results from lattice quan-
tum chromodynamics, suggest the possibility of a first-order phase 
transition at higher baryon densities with a corresponding critical end-
point as sketched in Fig. 2c. Experiments to search for the critical point 
are planned at the SPS, RHIC and the future Facility for Antiproton and 
Ion Research (FAIR) at the heavy-ion research centre GSI in Darmstadt, 
Germany. 

Hydrodynamic expansion and cooling
If matter is formed in the moments after a nuclear collision, hydro-
dynamic flow effects should be seen owing to the strong pressure gradients 
present in it. At ultra-relativistic energies, two colliding nuclei are highly 
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Figure 3 | Geometry of matter during a nuclear collision. a, The nuclear 
overlap region for semi-central collisions. Early in the collision, the 
pressure gradient is large in the plane of the collision, x. After some time, 
the large pressure gradient leads to a larger expansion velocity (vx) in this 
direction (b). The expansion velocity profile in the x–y plane leads to highly 
asymmetrical particle emission, with azimuthal anisotropies in momenta 
perpendicular to the beam (p t) of various particles. c, The distribution 
of these momenta can be quantified by a Fourier decomposition and 
parametrized by the second Fourier coefficient v2 = <cos2φ> — also called 
the ‘elliptical flow’56–58 — in which the angle φ is measured relative to the 
direction of impact: higher transverse momenta are recorded for particles 
emerging in the reaction plane, whereas much lower momenta are observed 
perpendicular to the reaction plane. As a consequence, the v2 coefficients 
are large and show a characteristic pt dependence. Data for π mesons, Κ 
mesons, antiprotons (p‒) and Λ baryons (with masses mc2 of about 140, 
495, 940 and 1,115 MeV, respectively) agree very well in their mass- and 
pt-dependence with predictions59–61 made with relativistic hydrodynamics 
and an equation of state determined by weakly interacting quarks and 
gluons. Although the data are not very sensitive to the particular equation 
of state used, equations of state based exclusively on hadrons do not lead to 
a satisfactory description of the data. The data shown are from the STAR 
experiment at RHIC62. Part c reproduced, with permission, from ref. 62.
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the Alternating Gradient Synchrotron, SPS and RHIC. These yields can 
be described by assuming that all hadrons are formed only when the 
fireball reaches a specific equilibrium temperature, volume and baryon 
chemical potential (a measure of the energy change brought about by 
the addition of one more baryon to the system). Under these conditions, 
the hadron yields can be characterized in relatively simple terms by the 
thermodynamic grand-canonical ensemble or, in the special case of 
small particle numbers, by the canonical ensemble. Such conditions 
are dubbed the ‘chemical freeze-out’ scenario, in analogy to the produc-
tion of bound particles as the early Universe cooled. Detailed analyses 
of the freeze-out can be found in refs 18 and 19, and a comprehensive 
review in ref. 20. 

Importantly, the energies attained in the SPS and RHIC are also high 
enough to produce particles containing several strange quarks, includ-
ing the Ω and Ω− baryons. Yields of these baryons agree very well with 
chemical-equilibrium calculations, and are much higher than in pro-
ton–proton collisions. The interpretation is that in heavy-ion collisions, 
the chemical freeze-out is caused by the quark–gluon plasma and its 
transition to normal matter, whereas this plasma is absent in collisions 
between protons.

With increasing centre-of-mass collision energy, the chemical poten-
tial decreases smoothly, so new baryons and antibaryons can be created 
with increasing ease (Fig. 2a). By contrast, although the temperature 
increases strongly at first, it plateaus rather abruptly near √sNN = 10 GeV, 
at a value slightly higher than 160 MeV (Fig. 2b). This plateau supports 
Hagedorn’s limiting-temperature hypothesis5, and strongly suggests that 
a boundary — the phase boundary — is reached at a critical collision 
energy. Beyond that energy, all additional energy goes into heating the 
quark–gluon plasma which, in turn, cools again and freezes out at the 
phase boundary (critical temperature).

If the temperature of the collision fireball is plotted against its chemi-
cal potential, with one entry for each energy investigated, a phase 
diagram can be constructed for the strongly interacting matter con-
tained within it (Fig. 2c). What emerges can be compared to various 
predictions of the position of the phase boundary taken8–10 from lattice 
quantum chromodynamics and21 from a simple ‘bag model’ of quarks’ 
confinement into hadrons. For chemical potentials of less than about 
400 MeV — corresponding to the critical energy discussed above — the 
temperatures and chemical potentials determined from the measured 
hadron yields coincide, within about 10 MeV uncertainty, with the 
phase boundary as determined from lattice quantum chromodynamics 
calculations. When the phase boundary is reached, all further points 
follow it — hadrons cannot be formed in the quark–gluon plasma, only 
as the plasma rehadronizes.

But could this just be coincidence? What mechanism enforces equilib-
rium at the phase boundary? Collision rates and the timescales of fireball 
expansion in the hadronic phase22 imply that, at the energies used in 
the SPS and RHIC, equilibrium cannot be established in the hadronic 
medium. Rather, it is the phase transition between deconfined and con-
fined matter that ensures chemical equilibrium through multi-particle 
collisions during hadronization. Alternatively, the plateau can be inter-
preted to arise23,24 from the filling of phase space during hadronization. 
In either case, all current interpretations of the observed phenomena 
relate the chemical variables directly to the phase boundary. This implies 
that a fundamental parameter of quantum chromodynamics — namely 
the critical temperature for the deconfinement phase transition — has 
been determined experimentally to be close to 160 MeV, for small values 
of chemical potential.

This interpretation will be tested directly by experiments at the LHC. 
If the plateau phenomenon holds, as is to be expected from the above 
considerations, then the particle yields measured at LHC energy should, 
except for an overall volume parameter, agree closely with those meas-
ured at the much smaller RHIC energy. That would lend strong support 
to a phase boundary as the limiting agent.

The observed equilibrium is a strong indication that a matter-like 
medium is produced in high-energy collisions between nuclei. In colli-
sions among particles such as leptons or nucleons, such equilibrium is 

not observed, at least not at the energies at which particles containing 
strange quarks can be produced20, and hence no medium is formed. 
We finally note that, as is evident from Fig. 2c, in heavy-ion collisions 
the chemical freeze-out temperature is not universal but instead varies 
strongly at large values of the chemical potential. This implies that the 
properties of the medium change with energy, indicating a transition to 
a baryon-rich medium at low energies.

The phase transition at low baryon density is probably of the cross-
over type25. General considerations, as well as results from lattice quan-
tum chromodynamics, suggest the possibility of a first-order phase 
transition at higher baryon densities with a corresponding critical end-
point as sketched in Fig. 2c. Experiments to search for the critical point 
are planned at the SPS, RHIC and the future Facility for Antiproton and 
Ion Research (FAIR) at the heavy-ion research centre GSI in Darmstadt, 
Germany. 

Hydrodynamic expansion and cooling
If matter is formed in the moments after a nuclear collision, hydro-
dynamic flow effects should be seen owing to the strong pressure gradients 
present in it. At ultra-relativistic energies, two colliding nuclei are highly 
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Figure 3 | Geometry of matter during a nuclear collision. a, The nuclear 
overlap region for semi-central collisions. Early in the collision, the 
pressure gradient is large in the plane of the collision, x. After some time, 
the large pressure gradient leads to a larger expansion velocity (vx) in this 
direction (b). The expansion velocity profile in the x–y plane leads to highly 
asymmetrical particle emission, with azimuthal anisotropies in momenta 
perpendicular to the beam (p t) of various particles. c, The distribution 
of these momenta can be quantified by a Fourier decomposition and 
parametrized by the second Fourier coefficient v2 = <cos2φ> — also called 
the ‘elliptical flow’56–58 — in which the angle φ is measured relative to the 
direction of impact: higher transverse momenta are recorded for particles 
emerging in the reaction plane, whereas much lower momenta are observed 
perpendicular to the reaction plane. As a consequence, the v2 coefficients 
are large and show a characteristic pt dependence. Data for π mesons, Κ 
mesons, antiprotons (p‒) and Λ baryons (with masses mc2 of about 140, 
495, 940 and 1,115 MeV, respectively) agree very well in their mass- and 
pt-dependence with predictions59–61 made with relativistic hydrodynamics 
and an equation of state determined by weakly interacting quarks and 
gluons. Although the data are not very sensitive to the particular equation 
of state used, equations of state based exclusively on hadrons do not lead to 
a satisfactory description of the data. The data shown are from the STAR 
experiment at RHIC62. Part c reproduced, with permission, from ref. 62.
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the Alternating Gradient Synchrotron, SPS and RHIC. These yields can 
be described by assuming that all hadrons are formed only when the 
fireball reaches a specific equilibrium temperature, volume and baryon 
chemical potential (a measure of the energy change brought about by 
the addition of one more baryon to the system). Under these conditions, 
the hadron yields can be characterized in relatively simple terms by the 
thermodynamic grand-canonical ensemble or, in the special case of 
small particle numbers, by the canonical ensemble. Such conditions 
are dubbed the ‘chemical freeze-out’ scenario, in analogy to the produc-
tion of bound particles as the early Universe cooled. Detailed analyses 
of the freeze-out can be found in refs 18 and 19, and a comprehensive 
review in ref. 20. 

Importantly, the energies attained in the SPS and RHIC are also high 
enough to produce particles containing several strange quarks, includ-
ing the Ω and Ω− baryons. Yields of these baryons agree very well with 
chemical-equilibrium calculations, and are much higher than in pro-
ton–proton collisions. The interpretation is that in heavy-ion collisions, 
the chemical freeze-out is caused by the quark–gluon plasma and its 
transition to normal matter, whereas this plasma is absent in collisions 
between protons.

With increasing centre-of-mass collision energy, the chemical poten-
tial decreases smoothly, so new baryons and antibaryons can be created 
with increasing ease (Fig. 2a). By contrast, although the temperature 
increases strongly at first, it plateaus rather abruptly near √sNN = 10 GeV, 
at a value slightly higher than 160 MeV (Fig. 2b). This plateau supports 
Hagedorn’s limiting-temperature hypothesis5, and strongly suggests that 
a boundary — the phase boundary — is reached at a critical collision 
energy. Beyond that energy, all additional energy goes into heating the 
quark–gluon plasma which, in turn, cools again and freezes out at the 
phase boundary (critical temperature).

If the temperature of the collision fireball is plotted against its chemi-
cal potential, with one entry for each energy investigated, a phase 
diagram can be constructed for the strongly interacting matter con-
tained within it (Fig. 2c). What emerges can be compared to various 
predictions of the position of the phase boundary taken8–10 from lattice 
quantum chromodynamics and21 from a simple ‘bag model’ of quarks’ 
confinement into hadrons. For chemical potentials of less than about 
400 MeV — corresponding to the critical energy discussed above — the 
temperatures and chemical potentials determined from the measured 
hadron yields coincide, within about 10 MeV uncertainty, with the 
phase boundary as determined from lattice quantum chromodynamics 
calculations. When the phase boundary is reached, all further points 
follow it — hadrons cannot be formed in the quark–gluon plasma, only 
as the plasma rehadronizes.

But could this just be coincidence? What mechanism enforces equilib-
rium at the phase boundary? Collision rates and the timescales of fireball 
expansion in the hadronic phase22 imply that, at the energies used in 
the SPS and RHIC, equilibrium cannot be established in the hadronic 
medium. Rather, it is the phase transition between deconfined and con-
fined matter that ensures chemical equilibrium through multi-particle 
collisions during hadronization. Alternatively, the plateau can be inter-
preted to arise23,24 from the filling of phase space during hadronization. 
In either case, all current interpretations of the observed phenomena 
relate the chemical variables directly to the phase boundary. This implies 
that a fundamental parameter of quantum chromodynamics — namely 
the critical temperature for the deconfinement phase transition — has 
been determined experimentally to be close to 160 MeV, for small values 
of chemical potential.

This interpretation will be tested directly by experiments at the LHC. 
If the plateau phenomenon holds, as is to be expected from the above 
considerations, then the particle yields measured at LHC energy should, 
except for an overall volume parameter, agree closely with those meas-
ured at the much smaller RHIC energy. That would lend strong support 
to a phase boundary as the limiting agent.

The observed equilibrium is a strong indication that a matter-like 
medium is produced in high-energy collisions between nuclei. In colli-
sions among particles such as leptons or nucleons, such equilibrium is 

not observed, at least not at the energies at which particles containing 
strange quarks can be produced20, and hence no medium is formed. 
We finally note that, as is evident from Fig. 2c, in heavy-ion collisions 
the chemical freeze-out temperature is not universal but instead varies 
strongly at large values of the chemical potential. This implies that the 
properties of the medium change with energy, indicating a transition to 
a baryon-rich medium at low energies.

The phase transition at low baryon density is probably of the cross-
over type25. General considerations, as well as results from lattice quan-
tum chromodynamics, suggest the possibility of a first-order phase 
transition at higher baryon densities with a corresponding critical end-
point as sketched in Fig. 2c. Experiments to search for the critical point 
are planned at the SPS, RHIC and the future Facility for Antiproton and 
Ion Research (FAIR) at the heavy-ion research centre GSI in Darmstadt, 
Germany. 

Hydrodynamic expansion and cooling
If matter is formed in the moments after a nuclear collision, hydro-
dynamic flow effects should be seen owing to the strong pressure gradients 
present in it. At ultra-relativistic energies, two colliding nuclei are highly 
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Figure 3 | Geometry of matter during a nuclear collision. a, The nuclear 
overlap region for semi-central collisions. Early in the collision, the 
pressure gradient is large in the plane of the collision, x. After some time, 
the large pressure gradient leads to a larger expansion velocity (vx) in this 
direction (b). The expansion velocity profile in the x–y plane leads to highly 
asymmetrical particle emission, with azimuthal anisotropies in momenta 
perpendicular to the beam (p t) of various particles. c, The distribution 
of these momenta can be quantified by a Fourier decomposition and 
parametrized by the second Fourier coefficient v2 = <cos2φ> — also called 
the ‘elliptical flow’56–58 — in which the angle φ is measured relative to the 
direction of impact: higher transverse momenta are recorded for particles 
emerging in the reaction plane, whereas much lower momenta are observed 
perpendicular to the reaction plane. As a consequence, the v2 coefficients 
are large and show a characteristic pt dependence. Data for π mesons, Κ 
mesons, antiprotons (p‒) and Λ baryons (with masses mc2 of about 140, 
495, 940 and 1,115 MeV, respectively) agree very well in their mass- and 
pt-dependence with predictions59–61 made with relativistic hydrodynamics 
and an equation of state determined by weakly interacting quarks and 
gluons. Although the data are not very sensitive to the particular equation 
of state used, equations of state based exclusively on hadrons do not lead to 
a satisfactory description of the data. The data shown are from the STAR 
experiment at RHIC62. Part c reproduced, with permission, from ref. 62.
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v2 at high pT

v2 falls steeply from 4 to 10 GeV/c
Flow anisotropy at low pT → anisotropic quenching at high pT

RHIC and LHC agree

19

ATLAS Collaboration / Physics Letters B 707 (2012) 330–348 335

Fig. 5. Pseudorapidity dependence of v2(pT,η) for 0.5 < pT < 20 GeV in five pT intervals and 10% centrality intervals. Error bars show statistical and systematic uncertainties
added in quadrature.

Fig. 6. v2 vs. pT at |η| < 1 in the 40–50% centrality interval, compared to previous
experimental data: ALICE v2{2} [7] for inclusive charged particles, PHENIX [20] v2
for identified π0, and STAR data on v2{2} for inclusive charged particles for the
40–60% interval [19].

η dependence cannot be excluded. This is in contrast to the strong
variation in v2(η) observed by the PHOBOS experiment at

√
sNN =

200 GeV [18], which drops by approximately 30% between η = 0
and η = 2.5.

Fig. 6 shows v2(pT) for |η| < 1 in the 40–50% centrality inter-
val compared to data from the LHC (ALICE, from Ref. [7]) as well
as from RHIC (STAR [19] and PHENIX [20]) with a centre-of-mass
energy a factor of nearly 14 lower. The ALICE and STAR data are
shown for the second cumulant v2{2}, which gives results clos-
est to the event-plane method used in this analysis. The PHENIX
data are obtained with a similar method as ATLAS, but with v2
measured only for identified π0 hadrons, detected through their
two-photon decay mode. It is observed that all of the data sets
are quite similar as a function of pT, both at lower pT (ALICE and
STAR) and even at higher pT, within the limited statistical preci-
sion of the PHENIX data. The observation of similar v2 at low pT
has been noted recently [7], and has been reproduced using hy-
drodynamical simulations assuming the same shear viscosity to
entropy density ratio but initialized at a higher energy density.

However, the similarities at high pT will require additional theoret-
ical study to see if they are consistent with the differential energy
loss of jets in the hot, dense medium.

6. Conclusions

Elliptic flow measurements in lead–lead collisions at
√
sNN =

2.76 TeV obtained with the ATLAS detector are presented for an
integrated luminosity of approximately 7 µb−1. These results rep-
resent the first measurement of v2 over a broad range in η and pT
at the LHC energy. As a function of transverse momentum, at
all |η|, v2 rises rapidly up to pT = 3 GeV, decreases somewhat
less rapidly out to pT = 7–8 GeV, and then varies weakly out to
20 GeV. Over the measured pseudorapidity region, |η| < 2.5, v2 is
found to be only weakly dependent on η, with less variation than
observed at lower beam energies. Comparison of the 40–50% in-
terval with lower energy data shows little change both at low and
high pT. These results provide strong constraints on models which
aim to describe the dynamical evolution of the system created in
ultra-relativistic heavy ion collisions.
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v2 at really high pT (!)

Steep drop from 4-10 GeV; gradually vanishes as pT → 60 GeV/c
Energy loss becomes isotropic? Surface or “punch-through” bias?
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v2 at really high pT (!)

Steep drop from 4-10 GeV; gradually vanishes as pT → 60 GeV/c
Energy loss becomes isotropic? Surface or “punch-through” bias?
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Pseudorapidity dependence of vn

There is (almost) none!

Precise ATLAS vn{EP} 
measurements up to n=6

For all harmonics (n=1 excepted), 
flow anisotropy is almost uniform 
for |η| < 2.5

Slight decline with |η| appears in 
most peripheral collisions

22

Hydrodynamic flow is 
a long-range effect
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v1 v2 v3 v4 v5 vn|n≥6

Track selection[%] 3.0 0.3 0.3 1.0 2.0 4

Running periods[%] 5.0 0.3-1.0 0.7-2.1 1.2-3.1 2.3 7-11

Trigger & event sel.[%] 1.0 0.5-1.0 0.5-1.5 0.5-1 1.0 5

MC consistency[%] 2.0 1.0 1.5 2.0 3.5 5

Sum of above[%] 6.3 1.2-1.8 1.8-3.0 2.6-3.9 4.8 11-14

TABLE VI. Relative systematic uncertainties for vn in per-
centage from tracking cuts, variation between different run-
ning periods, centrality variation, consistency between truth
and reconstructed vn in HIJING simulation, and the quadra-
ture sum of individual terms.

tion and MC comparison in Table VI and the pair accep-
tance. This fraction (point to point in pT) is estimated
to be about 30% of the final systematic uncertainty, and
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FIG. 3. (Color online) vn vs. η for 2 < pT < 3 GeV from
the FCalP(N) method (i.e the EP is measured by either FCalN
or FCalP) with each panel representing one centrality inter-
val. The shaded bands indicate systematic uncertainties from
Tables I–V.

the remaining uncertainty is treated as a pT-correlated
systematic uncertainty. They are used in the discussion
of the v1,1 results in Section VD.

V. RESULTS

A. v2–v6 from the event plane method

Figure 3 shows the η dependence of vn for several
centrality intervals in the 2–3 GeV pT range from the
FCalP(N) EP method. Similar behaviors are observed in
other pT ranges (see also [16] for v2). The v2 values de-
crease by less than 5% towards large |η| for central and
mid-central events, and the decrease is more pronounced
both for n ≥ 3 and for peripheral events.
Figure 4 shows the pT dependence of v2–v6 for several

centrality intervals. All vn increase with pT in the range
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from Tables I–V.
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Pseudorapidity dependence of vn

There is (almost) none!

Precise ATLAS vn{EP} 
measurements up to n=6

For all harmonics (n=1 excepted), 
flow anisotropy is almost uniform 
for |η| < 2.5

Slight decline with |η| appears in 
most peripheral collisions
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3

The total energy density on the lattice at τ = 0 is given
by

ε(τ = 0) =
2

g2a4
(Nc − Re trU!) +

1

g2a4
trE2

η , (5)

where the first term is the longitudinal magnetic energy,
with the plaquette given by U j

!
= Ux

j Uy
j+x̂ U

x†
j+ŷ U

y†
j .

The explicit lattice expression for the longitudinal elec-
tric field in the second term can be found in Refs. [42, 43].
In Fig. (1) we show the event-by-event fluctuation in
the energy per unit rapidity at time τ = 0.4 fm. The
mean was adjusted to reproduce particle multiplicities
after hydrodynamic evolution. This and all following re-
sults are for Au+Au collisions at RHIC energies (

√
s =

200AGeV) at midrapidity. The best fit is given by a neg-
ative binomial (NBD) distribution, as predicted in the
Glasma flux tube framework [44]; our result adds further
confirmation to a previous non-perturbative study [23].
The fact that the Glasma NBD distribution fits p+p
multiplicity distributions over RHIC and LHC ener-
gies [33, 34] lends confidence that our picture includes
fluctuations properly.
We now show the energy density distribution in the

transverse plane in Fig. (2). We compare to the MC-KLN
model and to an MC-Glauber model that was tuned to
reproduce experimental data [4, 11]. In the latter, for
every participant nucleon, a Gaussian distributed energy
density is added. Its parameters are the same for ev-
ery nucleon in every event, with the width chosen to be
0.4 fm to best describe anisotropic flow data. We will
also present results for a model where the same Gaus-
sians are assigned to each binary collision. The resulting
initial energy densities differ significantly. In particu-
lar, fluctuations in the present computation occur on the
length-scale Q−1

s (x⊥), leading to finer structures in the
initial energy density relative to the other models. As
noted in [35], this feature of CGC physics is missing in
the MC-KLN model.
We next determine the participant ellipticity ε2 and

triangularity ε3 of all models. Final flow of hadrons vn is
to good approximation proportional to the respective εn
[45], which makes these eccentricities a good indicator of
what to expect for vn. We define

εn =

√

〈rn cos(nφ)〉2 + 〈rn sin(nφ)〉2

〈rn〉
, (6)

where 〈·〉 is the energy density weighted average. The re-
sults from averages over ∼ 600 events for each point plot-
ted are shown in Fig. 3. The ellipticity is largest in the
MC-KLN model and smallest in the MC-Glauber model
with participant scaling of the energy density (Npart).
The result of the present calculation lies in between,
agreeing surprisingly well with the MC-Glauber model
using binary collision scaling (Nbinary). This confirms
previous results in the CYM framework using average
initial conditions [46].

FIG. 2. (Color online) Initial energy density (arbitrary units)
in the transverse plane in three different heavy-ion collision
events: from top to bottom, IP-Glasma, MC-KLN and MC-
Glauber [11] models.

The triangularities are very similar, with the MC-KLN
result being below the other models for most impact pa-
rameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There
is no parameter dependence of eccentricities and trian-
gularities in the IP-Glasma results shown in Fig. 3. It
is reassuring that both are close to those from the MC-
Glauber model because the latter is tuned to reproduce
data even though it does not have dynamical QCD fluc-
tuations.

We have checked that our results for ε2, ε3 are insensi-
tive to the choice of the lattice spacing a, despite a log-
arithmic ultraviolet divergence of the energy density at
τ = 0 [47]. They are furthermore insensitive to the choice
of g, the ratio g2µ/Qs, and the uncertainty in Bjorken x
at a given energy.
Finally, in Fig. 4 we present results for the transverse

momentum spectrum and anisotropic flow of thermal
pions after evolution using music [4, 48] with boost-
invariant initial conditions and shear viscosity to entropy
density ratio η/s = 0.08. Average maximal energy densi-
ties of all models were normalized to assure similar final
multiplicities. More pronounced hot spots lead to harder

pT dependence of v2 - v6

v2-v6 have similar trends with pT

Flow + initial fluctuations < 3-4 GeV
High pT anisotropic quenching

n=2 strongly centrality-dependent
Reflects collision geometry

n=3..6 weakly centrality-dependent
“lumpy” initial state

vn gets smaller as n increases
Damping: the key to measuring viscosity?
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v1 v2 v3 v4 v5 vn|n≥6

Track selection[%] 3.0 0.3 0.3 1.0 2.0 4

Running periods[%] 5.0 0.3-1.0 0.7-2.1 1.2-3.1 2.3 7-11

Trigger & event sel.[%] 1.0 0.5-1.0 0.5-1.5 0.5-1 1.0 5

MC consistency[%] 2.0 1.0 1.5 2.0 3.5 5

Sum of above[%] 6.3 1.2-1.8 1.8-3.0 2.6-3.9 4.8 11-14

TABLE VI. Relative systematic uncertainties for vn in per-
centage from tracking cuts, variation between different run-
ning periods, centrality variation, consistency between truth
and reconstructed vn in HIJING simulation, and the quadra-
ture sum of individual terms.
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of the v1,1 results in Section VD.
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crease by less than 5% towards large |η| for central and
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MC consistency[%] 2.0 1.0 1.5 2.0 3.5 5

Sum of above[%] 6.3 1.2-1.8 1.8-3.0 2.6-3.9 4.8 11-14

TABLE VI. Relative systematic uncertainties for vn in per-
centage from tracking cuts, variation between different run-
ning periods, centrality variation, consistency between truth
and reconstructed vn in HIJING simulation, and the quadra-
ture sum of individual terms.
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The total energy density on the lattice at τ = 0 is given
by

ε(τ = 0) =
2

g2a4
(Nc − Re trU!) +

1

g2a4
trE2

η , (5)

where the first term is the longitudinal magnetic energy,
with the plaquette given by U j

!
= Ux

j Uy
j+x̂ U

x†
j+ŷ U

y†
j .

The explicit lattice expression for the longitudinal elec-
tric field in the second term can be found in Refs. [42, 43].
In Fig. (1) we show the event-by-event fluctuation in
the energy per unit rapidity at time τ = 0.4 fm. The
mean was adjusted to reproduce particle multiplicities
after hydrodynamic evolution. This and all following re-
sults are for Au+Au collisions at RHIC energies (

√
s =

200AGeV) at midrapidity. The best fit is given by a neg-
ative binomial (NBD) distribution, as predicted in the
Glasma flux tube framework [44]; our result adds further
confirmation to a previous non-perturbative study [23].
The fact that the Glasma NBD distribution fits p+p
multiplicity distributions over RHIC and LHC ener-
gies [33, 34] lends confidence that our picture includes
fluctuations properly.
We now show the energy density distribution in the

transverse plane in Fig. (2). We compare to the MC-KLN
model and to an MC-Glauber model that was tuned to
reproduce experimental data [4, 11]. In the latter, for
every participant nucleon, a Gaussian distributed energy
density is added. Its parameters are the same for ev-
ery nucleon in every event, with the width chosen to be
0.4 fm to best describe anisotropic flow data. We will
also present results for a model where the same Gaus-
sians are assigned to each binary collision. The resulting
initial energy densities differ significantly. In particu-
lar, fluctuations in the present computation occur on the
length-scale Q−1

s (x⊥), leading to finer structures in the
initial energy density relative to the other models. As
noted in [35], this feature of CGC physics is missing in
the MC-KLN model.
We next determine the participant ellipticity ε2 and

triangularity ε3 of all models. Final flow of hadrons vn is
to good approximation proportional to the respective εn
[45], which makes these eccentricities a good indicator of
what to expect for vn. We define

εn =

√

〈rn cos(nφ)〉2 + 〈rn sin(nφ)〉2

〈rn〉
, (6)

where 〈·〉 is the energy density weighted average. The re-
sults from averages over ∼ 600 events for each point plot-
ted are shown in Fig. 3. The ellipticity is largest in the
MC-KLN model and smallest in the MC-Glauber model
with participant scaling of the energy density (Npart).
The result of the present calculation lies in between,
agreeing surprisingly well with the MC-Glauber model
using binary collision scaling (Nbinary). This confirms
previous results in the CYM framework using average
initial conditions [46].

FIG. 2. (Color online) Initial energy density (arbitrary units)
in the transverse plane in three different heavy-ion collision
events: from top to bottom, IP-Glasma, MC-KLN and MC-
Glauber [11] models.

The triangularities are very similar, with the MC-KLN
result being below the other models for most impact pa-
rameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There
is no parameter dependence of eccentricities and trian-
gularities in the IP-Glasma results shown in Fig. 3. It
is reassuring that both are close to those from the MC-
Glauber model because the latter is tuned to reproduce
data even though it does not have dynamical QCD fluc-
tuations.

We have checked that our results for ε2, ε3 are insensi-
tive to the choice of the lattice spacing a, despite a log-
arithmic ultraviolet divergence of the energy density at
τ = 0 [47]. They are furthermore insensitive to the choice
of g, the ratio g2µ/Qs, and the uncertainty in Bjorken x
at a given energy.
Finally, in Fig. 4 we present results for the transverse

momentum spectrum and anisotropic flow of thermal
pions after evolution using music [4, 48] with boost-
invariant initial conditions and shear viscosity to entropy
density ratio η/s = 0.08. Average maximal energy densi-
ties of all models were normalized to assure similar final
multiplicities. More pronounced hot spots lead to harder

pT dependence of v2 - v6

v2-v6 have similar trends with pT

Flow + initial fluctuations < 3-4 GeV
High pT anisotropic quenching

n=2 strongly centrality-dependent
Reflects collision geometry

n=3..6 weakly centrality-dependent
“lumpy” initial state

vn gets smaller as n increases
Damping: the key to measuring viscosity?
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Running periods[%] 5.0 0.3-1.0 0.7-2.1 1.2-3.1 2.3 7-11

Trigger & event sel.[%] 1.0 0.5-1.0 0.5-1.5 0.5-1 1.0 5

MC consistency[%] 2.0 1.0 1.5 2.0 3.5 5

Sum of above[%] 6.3 1.2-1.8 1.8-3.0 2.6-3.9 4.8 11-14

TABLE VI. Relative systematic uncertainties for vn in per-
centage from tracking cuts, variation between different run-
ning periods, centrality variation, consistency between truth
and reconstructed vn in HIJING simulation, and the quadra-
ture sum of individual terms.
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to be about 30% of the final systematic uncertainty, and
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val. The shaded bands indicate systematic uncertainties from
Tables I–V.
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systematic uncertainty. They are used in the discussion
of the v1,1 results in Section VD.
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A. v2–v6 from the event plane method

Figure 3 shows the η dependence of vn for several
centrality intervals in the 2–3 GeV pT range from the
FCalP(N) EP method. Similar behaviors are observed in
other pT ranges (see also [16] for v2). The v2 values de-
crease by less than 5% towards large |η| for central and
mid-central events, and the decrease is more pronounced
both for n ≥ 3 and for peripheral events.
Figure 4 shows the pT dependence of v2–v6 for several

centrality intervals. All vn increase with pT in the range
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ATLAS vn vs centrality

Similar trends as for vn(pT):

 - strong size/geometry 
dependence for v2, much weaker 
for v3 - v6

 - anisotropy peaks near 3-4 GeV

 - higher harmonics are weaker

In 1-2% most central events, v2 
becomes smaller than v3 or v4
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FIG. 5. (Color online) vn vs. centrality for six pT ranges from
the full FCal event plane method. The shaded bands indicate
systematic uncertainties from Tables I–V.

up to 3–4 GeV and then decrease. However, they remain
positive even at the highest measured pT, where occa-
sional fluctuations to negative values do not exceed the
statistical precision. This turn-over behavior in pT was
also observed at RHIC for v2 [28, 64], and it is associated
with the transition from anisotropy driven by the collec-
tive expansion to anisotropy driven by a path-length de-
pendent jet energy loss [2, 29]. The overall magnitude of
vn also decreases with increasing n, except in the most
central events where v3 is the largest.

Figure 5 shows the centrality dependence of vn for se-
veral pT ranges. The centrality intervals are presented in
5% or 10% increments, with an additional interval for the
1% most central events. Going from central to periph-
eral events (from right to left along the x-axis), v2 first
increases, reaching a maximum in the 30–50% centrality
range, and then decreases. The higher-order coefficients
v3–v6 show a similar, but much weaker, centrality depen-
dence, and this behavior is consistent with an anisotropy
related to the fluctuations in the initial geometry [32].
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FIG. 6. (Color online) v1/nn /v1/22 vs. pT for several centrality
intervals. The shaded bands indicate the total systematic
uncertainties.

For most of the measured centrality range, v2 is much
larger than the other harmonic coefficients. In central
events, however, v3 and/or v4 becomes larger than v2 for
some pT ranges. At high pT (> 4 GeV), v2 increases to-
wards more peripheral events, presumably reflecting the
dominance of autocorrelations from di-jets.
In an ideal hydrodynamics scenario, vn at low pT is a

power-law function of the radial expansion velocity of the
fluid, leading to the qualitative expectation that vn(pT)
is a power-law function of pT [9, 65]. Previous RHIC re-

sults have shown that v4/v22 (or equivalently v1/44 /v1/22 )
is almost independent of pT [48, 49]. Figure 6 shows

v1/nn /v1/22 vs. pT for various centrality intervals. These
ratios vary weakly with pT except in the 5% most central
events, suggesting that such a scaling relation largely ac-
counts for the pT dependence. However, the overall mag-
nitudes of the ratios seem to vary with centrality and also
vary slightly with n.

Figure 7 shows the centrality dependence of v1/nn /v1/22
for 2 < pT < 3 GeV. Given that the ratios vary weakly
with pT, the results for other pT ranges are similar. The
ratios are almost independent of centrality in mid-central
and peripheral events, but then increase sharply toward
more central events, with a total change of almost a factor
of two over the 0–20% centrality range. In addition, the
ratios for n = 4–6 are similar to each other, while they
are systematically higher than those for n = 3. A similar
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up to 3–4 GeV and then decrease. However, they remain
positive even at the highest measured pT, where occa-
sional fluctuations to negative values do not exceed the
statistical precision. This turn-over behavior in pT was
also observed at RHIC for v2 [28, 64], and it is associated
with the transition from anisotropy driven by the collec-
tive expansion to anisotropy driven by a path-length de-
pendent jet energy loss [2, 29]. The overall magnitude of
vn also decreases with increasing n, except in the most
central events where v3 is the largest.

Figure 5 shows the centrality dependence of vn for se-
veral pT ranges. The centrality intervals are presented in
5% or 10% increments, with an additional interval for the
1% most central events. Going from central to periph-
eral events (from right to left along the x-axis), v2 first
increases, reaching a maximum in the 30–50% centrality
range, and then decreases. The higher-order coefficients
v3–v6 show a similar, but much weaker, centrality depen-
dence, and this behavior is consistent with an anisotropy
related to the fluctuations in the initial geometry [32].
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For most of the measured centrality range, v2 is much
larger than the other harmonic coefficients. In central
events, however, v3 and/or v4 becomes larger than v2 for
some pT ranges. At high pT (> 4 GeV), v2 increases to-
wards more peripheral events, presumably reflecting the
dominance of autocorrelations from di-jets.
In an ideal hydrodynamics scenario, vn at low pT is a

power-law function of the radial expansion velocity of the
fluid, leading to the qualitative expectation that vn(pT)
is a power-law function of pT [9, 65]. Previous RHIC re-

sults have shown that v4/v22 (or equivalently v1/44 /v1/22 )
is almost independent of pT [48, 49]. Figure 6 shows

v1/nn /v1/22 vs. pT for various centrality intervals. These
ratios vary weakly with pT except in the 5% most central
events, suggesting that such a scaling relation largely ac-
counts for the pT dependence. However, the overall mag-
nitudes of the ratios seem to vary with centrality and also
vary slightly with n.

Figure 7 shows the centrality dependence of v1/nn /v1/22
for 2 < pT < 3 GeV. Given that the ratios vary weakly
with pT, the results for other pT ranges are similar. The
ratios are almost independent of centrality in mid-central
and peripheral events, but then increase sharply toward
more central events, with a total change of almost a factor
of two over the 0–20% centrality range. In addition, the
ratios for n = 4–6 are similar to each other, while they
are systematically higher than those for n = 3. A similar
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ture sum of individual terms.
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“Power spectra” from correlations

2-particle harmonics
VnΔ = <cos nΔφ>

At lower pt
follow “flow-like” trends

At higher pt
Completely different 
pattern: harmonics 
reflect the recoil jet
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of the Fourier decomposition is extended to the full centrality range, and is performed as a

function of both ptrig

T
and passoc

T
.

The Fourier decomposition results have several systematic uncertainties. Because the tracking-

correction-related systematic uncertainties only change the overall scale of the correlation func-

tions, instead of the shape, they have only a ±0.8% uncertainty on the extracted Fourier coef-

ficients (Vn∆), largely independent of n and collision centrality. In addition, the results are

insensitive to looser or tighter track selections to within ±0.5%. By comparing the Fourier co-

efficients derived for two different zvtx ranges, |zvtx| < 15 cm and |zvtx| < 5 cm, the systematic

uncertainties due to the dependence on the vertex position are estimated to be less than ±0.5%.

Variations from the finite bin width of the ∆φ histograms contribute the largest systematic un-

certainty to the analysis, especially for the higher-order components, which are more sensitive

to the fine structure of the distributions. Reducing the binning of the ∆φ histograms by factors

of 2, 4, and 8, the extracted Fourier coefficients vary by ±0.3–2.2%. The effect of including ad-

ditional higher-order Fourier terms in the fit using Eq. 6 results in changes of at most ±1.0%

(for n = 5), with Fourier terms up to n = 10 included (Nmax = 10). The values of additional

higher-order Fourier terms included in the fit are all consistent with zero.

Table 2 summarises the different sources of uncertainty for the first five Fourier coefficients.

These uncertainties are added in quadrature to obtain the total systematic uncertainties, also

given in Table 2.

Table 2: Systematic uncertainties of the Fourier coefficients (Vn∆) for the first five terms.

Source Systematic uncertainty of Vn∆ (%)

Tracking efficiency 0.8

Vertex dependence 0.5

Track selection dependence 0.5

Finite bin width in ∆φ 0.3–2.2

Number of terms included in the fit 0.0–1.0

Total 1.1–2.6

The fitted Fourier coefficients (Vn∆) up to n = 5, for two representative low-ptrig

T
ranges of

1 < ptrig

T
< 1.5 GeV/c and 3 < ptrig

T
< 3.5 GeV/c, with passoc

T
fixed at 1–1.5 GeV/c, are presented in

Fig. 5 for various centrality ranges. The values of Vn∆ peak at n = 2 and then drop dramatically

toward larger n values at all centralities, although this behaviour is less pronounced for the

0–5% centrality bin. The error bars show the statistical uncertainties only, while the systematic

uncertainties are indicated in Table 2.

5.1 Factorisation of Fourier Coefficients

If the observed azimuthal dihadron correlations at large ∆η are driven only by the single-

particle azimuthal anisotropy with respect to a particular direction in the event, the extracted

Fourier coefficients (Vn∆) from long-range azimuthal dihadron correlations can be factorised

into a product of the single-particle azimuthal anisotropy harmonics, vn, via

Vn∆(ptrig

T
, passoc

T
) = vn(ptrig

T
)× vn(passoc

T
), (7)

where vn(ptrig

T
) and vn(passoc

T
) are the harmonics for the trigger and associated particles [20],

respectively. One source of vn is the collective-flow harmonics arising from hydrodynamic
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First measurements, in particular of v3 and v5 have been reported
recently [17,31,41].

These higher-order harmonics contribute to the previously-
described structures observed in trigger-associated particle corre-
lations via the expression

dNpairs

d!φ
∝ 1+

∞∑

n=1

2vn
(
ptT

)
vn

(
paT

)
cos(n!φ). (2)

Similarly, the measured anisotropy from two-particle correla-
tions at harmonic order n is given by Vn!:

dNpairs

d!φ
∝ 1+

∞∑

n=1

2Vn!

(
ptT , paT

)
cos(n!φ). (3)

In this Letter, we present a measurement of the Vn! coeffi-
cients from triggered, pseudorapidity-separated (|!η| > 0.8) pair
azimuthal correlations in Pb–Pb collisions in different central-
ity classes and in several transverse momentum intervals. Details
of the experimental setup and analysis are described in Sec-
tions 2 and 3, respectively. The goal of the analysis is to quan-
titatively study the connection between the measured two-particle
anisotropy Vn! of Eq. (3) and the inclusive-particle harmonics
of Eq. (2). Specifically, we check whether a set of single-valued
vn(pT ) points can be identified that describe the measured long-
range anisotropy via the relation vn(ptT )vn(paT ) = Vn!(ptT , paT ). If
so, Vn! is said to factorize into single-particle Fourier coefficients
within the relevant ptT , paT region. This relationship is tested for
different harmonics n and in different centrality classes by per-
forming a global fit (GF) over all pt,aT bins (see Section 4). The
global fit procedure results in the coefficients vn{GF}(pT ) that best
describe the anisotropy given by the Vn!(ptT , paT ) harmonics as
vn{GF}(ptT )× vn{GF}(paT ). The resulting vn{GF} values for 1 < n! 5
are presented in Section 5. A summary is given in Section 6.

2. Experimental setup and data analysis

The data used in this analysis were collected with the ALICE de-
tector in the first Pb–Pb run at the LHC (November 2010). Charged
particles are tracked using the Time Projection Chamber (TPC),
whose acceptance enables particle reconstruction within −1.0 <
η < 1.0. Primary vertex information is provided by both the TPC
and the silicon pixel detector (SPD), which consists of two cylindri-
cal layers of hybrid silicon pixel assemblies covering |η| < 2.0 and
|η| < 1.4 for the inner and outer layers, respectively. Two VZERO
counters, each containing two arrays of 32 scintillator tiles and
covering 2.8 < η < 5.1 (VZERO-A) and −3.7 < η < −1.7 (VZERO-C),
provide amplitude and time information for triggering and central-
ity determination. The trigger was configured for high efficiency to
accept inelastic hadronic collisions. The trigger is defined by a co-
incidence of the following three conditions: i) two pixel hits in
the outer layer of the SPD, ii) a hit in VZERO-A, and iii) a hit in
VZERO-C.

Electromagnetically induced interactions are rejected by requir-
ing an energy deposition above 500 GeV in each of the Zero Degree
Calorimeters (ZDCs) positioned at ±114 m from the interaction
point. Beam background events are removed using the VZERO and
ZDC timing information. The combined trigger and selection effi-
ciency is estimated from a variety of Monte Carlo (MC) studies.
This efficiency ranges from 97% to 99% and has a purity of 100%
in the 0–90% centrality range. The dataset for this analysis in-
cludes approximately 13 million events. Centrality was determined
by the procedure described in Ref. [42]. The centrality resolution,
obtained by correlating the centrality estimates of the VZERO, SPD
and TPC detectors, is found to be about 0.5% RMS for the 0–10%

most central collisions, allowing centrality binning in widths of 1
or 2 percentiles in this range.

This analysis uses charged particle tracks from the ALICE TPC
having transverse momenta from 0.25 to 15 GeV/c. The momen-
tum resolution σ (pT )/pT rises with pT and ranges from 1–2%
below 2 GeV/c up to 10–15% near 15 GeV/c, with a negligible
dependence on occupancy. Collision vertices are determined using
both the TPC and SPD. Collisions at a longitudinal position greater
than 10 cm from the nominal interaction point are rejected. The
closest-approach distance between each track and the primary ver-
tex is required to be within 3.2 (2.4) cm in the longitudinal (radial)
direction. At least 70 TPC pad rows must be traversed by each
track, out of which 50 TPC clusters must be assigned. In addition,
a track fit is applied requiring χ2 per TPC cluster ! 4 (with 2 de-
grees of freedom per cluster).

3. Two-particle correlation function and Fourier analysis

The two-particle correlation observable measured here is the
correlation function C(!φ,!η), where the pair angles !φ and
!η are measured with respect to the trigger particle. The corre-
lations induced by imperfections in detector acceptance and effi-
ciency are removed via division by a mixed-event pair distribu-
tion Nmixed(!φ,!η), in which a trigger particle from a particular
event is paired with associated particles from separate events. This
acceptance correction procedure removes structure in the angu-
lar distribution that arises from non-uniform acceptance and effi-
ciency, so that only physical correlations remain. Within a given
ptT , paT , and centrality interval, the correlation function is defined
as

C(!φ,!η) ≡ Nmixed

Nsame
× Nsame(!φ,!η)

Nmixed(!φ,!η)
. (4)

The ratio of mixed-event to same-event pair counts is included as
a normalization prefactor such that a completely uncorrelated pair
sample lies at unity for all angles. For Nmixed(!φ,!η), events are
combined within similar categories of collision vertex position so
that the acceptance shape is closely reproduced, and within sim-
ilar centrality classes to minimize effects of residual multiplicity
correlations. To optimize mixing accuracy on the one hand and sta-
tistical precision on the other, the event mixing bins vary in width
from 1 to 10% in centrality and 2 to 4 cm in longitudinal vertex
position.

It is instructive to consider the two examples of C(!φ,!η)
from Fig. 1 to be representative of distinct kinematic categories.
The first is the “bulk-dominated” regime, where hydrodynamic
modeling has been demonstrated to give a good description of the
data from heavy-ion collisions [1–5]. We designate particles with
ptT (thus also paT ) below 3–4 GeV/c as belonging to this region
for clarity of discussion (see Fig. 1, left). A second category is the
“jet-dominated” regime, where both particles are at high momenta
(paT > 6 GeV/c), and pairs from the same di-jet dominate the cor-
relation structures (see Fig. 1, right).

A major goal of this analysis is to quantitatively study the evo-
lution of the correlation shapes between these two regimes as a
function of centrality and transverse momentum. In order to re-
duce contributions from the near-side peak, we focus on the corre-
lation features at long range in relative pseudorapidity by requiring
|!η| > 0.8. This gap is selected to be as large as possible while still
allowing good statistical precision within the TPC acceptance. The
projection of C(!φ, |!η| > 0.8) into !φ is denoted as C(!φ).

An example of C(!φ) from central Pb–Pb collisions in the bulk-
dominated regime is shown in Fig. 2 (left). The prominent near-
side peak is an azimuthal projection of the ridge seen in Fig. 1.
In this very central collision class (0–2%), a distinct doubly-peaked

vn =
�
Vn∆
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of the Fourier decomposition is extended to the full centrality range, and is performed as a

function of both ptrig

T
and passoc

T
.

The Fourier decomposition results have several systematic uncertainties. Because the tracking-

correction-related systematic uncertainties only change the overall scale of the correlation func-

tions, instead of the shape, they have only a ±0.8% uncertainty on the extracted Fourier coef-

ficients (Vn∆), largely independent of n and collision centrality. In addition, the results are

insensitive to looser or tighter track selections to within ±0.5%. By comparing the Fourier co-

efficients derived for two different zvtx ranges, |zvtx| < 15 cm and |zvtx| < 5 cm, the systematic

uncertainties due to the dependence on the vertex position are estimated to be less than ±0.5%.

Variations from the finite bin width of the ∆φ histograms contribute the largest systematic un-

certainty to the analysis, especially for the higher-order components, which are more sensitive

to the fine structure of the distributions. Reducing the binning of the ∆φ histograms by factors

of 2, 4, and 8, the extracted Fourier coefficients vary by ±0.3–2.2%. The effect of including ad-

ditional higher-order Fourier terms in the fit using Eq. 6 results in changes of at most ±1.0%

(for n = 5), with Fourier terms up to n = 10 included (Nmax = 10). The values of additional

higher-order Fourier terms included in the fit are all consistent with zero.

Table 2 summarises the different sources of uncertainty for the first five Fourier coefficients.

These uncertainties are added in quadrature to obtain the total systematic uncertainties, also

given in Table 2.

Table 2: Systematic uncertainties of the Fourier coefficients (Vn∆) for the first five terms.

Source Systematic uncertainty of Vn∆ (%)

Tracking efficiency 0.8

Vertex dependence 0.5

Track selection dependence 0.5

Finite bin width in ∆φ 0.3–2.2

Number of terms included in the fit 0.0–1.0

Total 1.1–2.6

The fitted Fourier coefficients (Vn∆) up to n = 5, for two representative low-ptrig

T
ranges of

1 < ptrig

T
< 1.5 GeV/c and 3 < ptrig

T
< 3.5 GeV/c, with passoc

T
fixed at 1–1.5 GeV/c, are presented in

Fig. 5 for various centrality ranges. The values of Vn∆ peak at n = 2 and then drop dramatically

toward larger n values at all centralities, although this behaviour is less pronounced for the

0–5% centrality bin. The error bars show the statistical uncertainties only, while the systematic

uncertainties are indicated in Table 2.

5.1 Factorisation of Fourier Coefficients

If the observed azimuthal dihadron correlations at large ∆η are driven only by the single-

particle azimuthal anisotropy with respect to a particular direction in the event, the extracted

Fourier coefficients (Vn∆) from long-range azimuthal dihadron correlations can be factorised

into a product of the single-particle azimuthal anisotropy harmonics, vn, via

Vn∆(ptrig

T
, passoc

T
) = vn(ptrig

T
)× vn(passoc

T
), (7)

where vn(ptrig

T
) and vn(passoc

T
) are the harmonics for the trigger and associated particles [20],

respectively. One source of vn is the collective-flow harmonics arising from hydrodynamic
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First measurements, in particular of v3 and v5 have been reported
recently [17,31,41].

These higher-order harmonics contribute to the previously-
described structures observed in trigger-associated particle corre-
lations via the expression

dNpairs

d!φ
∝ 1+

∞∑

n=1

2vn
(
ptT

)
vn

(
paT

)
cos(n!φ). (2)

Similarly, the measured anisotropy from two-particle correla-
tions at harmonic order n is given by Vn!:

dNpairs

d!φ
∝ 1+

∞∑

n=1

2Vn!

(
ptT , paT

)
cos(n!φ). (3)

In this Letter, we present a measurement of the Vn! coeffi-
cients from triggered, pseudorapidity-separated (|!η| > 0.8) pair
azimuthal correlations in Pb–Pb collisions in different central-
ity classes and in several transverse momentum intervals. Details
of the experimental setup and analysis are described in Sec-
tions 2 and 3, respectively. The goal of the analysis is to quan-
titatively study the connection between the measured two-particle
anisotropy Vn! of Eq. (3) and the inclusive-particle harmonics
of Eq. (2). Specifically, we check whether a set of single-valued
vn(pT ) points can be identified that describe the measured long-
range anisotropy via the relation vn(ptT )vn(paT ) = Vn!(ptT , paT ). If
so, Vn! is said to factorize into single-particle Fourier coefficients
within the relevant ptT , paT region. This relationship is tested for
different harmonics n and in different centrality classes by per-
forming a global fit (GF) over all pt,aT bins (see Section 4). The
global fit procedure results in the coefficients vn{GF}(pT ) that best
describe the anisotropy given by the Vn!(ptT , paT ) harmonics as
vn{GF}(ptT )× vn{GF}(paT ). The resulting vn{GF} values for 1 < n! 5
are presented in Section 5. A summary is given in Section 6.

2. Experimental setup and data analysis

The data used in this analysis were collected with the ALICE de-
tector in the first Pb–Pb run at the LHC (November 2010). Charged
particles are tracked using the Time Projection Chamber (TPC),
whose acceptance enables particle reconstruction within −1.0 <
η < 1.0. Primary vertex information is provided by both the TPC
and the silicon pixel detector (SPD), which consists of two cylindri-
cal layers of hybrid silicon pixel assemblies covering |η| < 2.0 and
|η| < 1.4 for the inner and outer layers, respectively. Two VZERO
counters, each containing two arrays of 32 scintillator tiles and
covering 2.8 < η < 5.1 (VZERO-A) and −3.7 < η < −1.7 (VZERO-C),
provide amplitude and time information for triggering and central-
ity determination. The trigger was configured for high efficiency to
accept inelastic hadronic collisions. The trigger is defined by a co-
incidence of the following three conditions: i) two pixel hits in
the outer layer of the SPD, ii) a hit in VZERO-A, and iii) a hit in
VZERO-C.

Electromagnetically induced interactions are rejected by requir-
ing an energy deposition above 500 GeV in each of the Zero Degree
Calorimeters (ZDCs) positioned at ±114 m from the interaction
point. Beam background events are removed using the VZERO and
ZDC timing information. The combined trigger and selection effi-
ciency is estimated from a variety of Monte Carlo (MC) studies.
This efficiency ranges from 97% to 99% and has a purity of 100%
in the 0–90% centrality range. The dataset for this analysis in-
cludes approximately 13 million events. Centrality was determined
by the procedure described in Ref. [42]. The centrality resolution,
obtained by correlating the centrality estimates of the VZERO, SPD
and TPC detectors, is found to be about 0.5% RMS for the 0–10%

most central collisions, allowing centrality binning in widths of 1
or 2 percentiles in this range.

This analysis uses charged particle tracks from the ALICE TPC
having transverse momenta from 0.25 to 15 GeV/c. The momen-
tum resolution σ (pT )/pT rises with pT and ranges from 1–2%
below 2 GeV/c up to 10–15% near 15 GeV/c, with a negligible
dependence on occupancy. Collision vertices are determined using
both the TPC and SPD. Collisions at a longitudinal position greater
than 10 cm from the nominal interaction point are rejected. The
closest-approach distance between each track and the primary ver-
tex is required to be within 3.2 (2.4) cm in the longitudinal (radial)
direction. At least 70 TPC pad rows must be traversed by each
track, out of which 50 TPC clusters must be assigned. In addition,
a track fit is applied requiring χ2 per TPC cluster ! 4 (with 2 de-
grees of freedom per cluster).

3. Two-particle correlation function and Fourier analysis

The two-particle correlation observable measured here is the
correlation function C(!φ,!η), where the pair angles !φ and
!η are measured with respect to the trigger particle. The corre-
lations induced by imperfections in detector acceptance and effi-
ciency are removed via division by a mixed-event pair distribu-
tion Nmixed(!φ,!η), in which a trigger particle from a particular
event is paired with associated particles from separate events. This
acceptance correction procedure removes structure in the angu-
lar distribution that arises from non-uniform acceptance and effi-
ciency, so that only physical correlations remain. Within a given
ptT , paT , and centrality interval, the correlation function is defined
as

C(!φ,!η) ≡ Nmixed

Nsame
× Nsame(!φ,!η)

Nmixed(!φ,!η)
. (4)

The ratio of mixed-event to same-event pair counts is included as
a normalization prefactor such that a completely uncorrelated pair
sample lies at unity for all angles. For Nmixed(!φ,!η), events are
combined within similar categories of collision vertex position so
that the acceptance shape is closely reproduced, and within sim-
ilar centrality classes to minimize effects of residual multiplicity
correlations. To optimize mixing accuracy on the one hand and sta-
tistical precision on the other, the event mixing bins vary in width
from 1 to 10% in centrality and 2 to 4 cm in longitudinal vertex
position.

It is instructive to consider the two examples of C(!φ,!η)
from Fig. 1 to be representative of distinct kinematic categories.
The first is the “bulk-dominated” regime, where hydrodynamic
modeling has been demonstrated to give a good description of the
data from heavy-ion collisions [1–5]. We designate particles with
ptT (thus also paT ) below 3–4 GeV/c as belonging to this region
for clarity of discussion (see Fig. 1, left). A second category is the
“jet-dominated” regime, where both particles are at high momenta
(paT > 6 GeV/c), and pairs from the same di-jet dominate the cor-
relation structures (see Fig. 1, right).

A major goal of this analysis is to quantitatively study the evo-
lution of the correlation shapes between these two regimes as a
function of centrality and transverse momentum. In order to re-
duce contributions from the near-side peak, we focus on the corre-
lation features at long range in relative pseudorapidity by requiring
|!η| > 0.8. This gap is selected to be as large as possible while still
allowing good statistical precision within the TPC acceptance. The
projection of C(!φ, |!η| > 0.8) into !φ is denoted as C(!φ).

An example of C(!φ) from central Pb–Pb collisions in the bulk-
dominated regime is shown in Fig. 2 (left). The prominent near-
side peak is an azimuthal projection of the ridge seen in Fig. 1.
In this very central collision class (0–2%), a distinct doubly-peaked
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Test factorization with a global fit

Improving on VnΔ = vn(pT)2 with triggered correlations...
12 pTt bins, 12 pTa bins; pTt ≥ pTa  ⇒ 78 VnΔ points.

Fit all simultaneously to find vn(pT) curve with best-fit vn(pTt) x vn(pTa) product.

At each n: 
 - Fit supports factorization at low pTa 
⇒ suggests flow correlations.

 - Fit deviates from data in jet-dominated high pTa region 
⇒ global description less appropriate.
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vn from global fits

Global fit parameters are vn(pT)
Agree well with vn{2} measurements

Steeply falling particle pT distribution → fits dominated by low-pT particles

What if global fits were applied where nonflow (jets) dominate?

28

0 2 4 6
-0.1

-0.05
0

0.05
0.1

0.15
0.2

0.25
2v

0 2 4 6
-0.1

-0.05
0

0.05
0.1

0.15
0.2

0.25
3v

0 2 4 6
-0.1

-0.05
0

0.05
0.1

0.15
0.2

0.25
4v

0 2 4 6
-0.1

-0.05
0

0.05
0.1

0.15
0.2

0.25
5vCentrality

0-2%
2-10%
10-20%
20-30%
30-40%
40-50%

 [GeV/c]
T

p

{G
F}

n v

2.76 TeV
Pb-Pb

| < 1.8!"0.8 < |  < 15 GeV
T

0.25 < p
Global fit range

ALICE Phys Lett B 708 (2012) 249

Monday, April 2, 2012



A. Adare

High-pT factorization
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An approximate factorization is obtained, but of a very different nature...
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Fig. 8. (Color online.) The global-fit parameters, vn{GF}, for 1! n! 5 as obtained using restricted paT fit ranges at two different centralities. The solid (open) points represent
fits using only 0.25 < paT < 5 (5 < paT < 15) GeV/c. The open points represent the magnitude of vn{GF} from high-ptT , high-p

a
T long-range correlations. Statistical uncertainties

are represented by error bars on the points, while systematic uncertainty is depicted by open rectangles.

Fig. 9. (Color online.) Vn! values from 0–10% central Pb–Pb collisions (points) and global fit results (solid lines) for 3.0 < ptT < 4.0 GeV/c as a function of the minimum |!η|
separation for a selection of paT bins. For clarity, points are shown with statistical error bars only. For reference, a dashed line (drawn only in the n = 2 panel) indicates the
|!η|min = 0.8 requirement applied throughout this analysis.

icant high-order Fourier harmonics to describe the narrow recoil
jet peak.

The parameters of the global fit are the best-fit vn{GF} values
as a function of pT , which can be interpreted as the coefficients of
Eq. (1). The results of the global fit for 2! n! 5, denoted vn{GF},
are shown in Fig. 6 for several centrality selections. We note that
the global fit converges to either positive or negative vn{GF} pa-
rameters, depending on the starting point of the fitting routine.
The two solutions are equal in magnitude and goodness-of-fit. The
positive curves are chosen by convention as shown in Fig. 6. In the
0–2% most central data, v3{GF} (v4{GF}) rises with pT relative to
v2{GF} and in fact becomes larger than v2{GF} at approximately
1.5 (2.5) GeV/c. v2{GF} reaches a maximum value near 2.5 GeV/c,
whereas the higher harmonics peak at higher pT . These data are
in good agreement with recent two-particle anisotropic flow mea-
surements [31] at the same collision energy, which included a
pseudorapidity gap of |!η| > 1.0.

For 2! n! 5, the results are not strongly sensitive to the upper
paT limit included in the global fit. The global fit was performed not
only over the full momentum range (as shown in Fig. 6), but also
with the restriction to Vn! points with paT < 2.5 GeV/c. The out-
come was found to be identical to the full fit within one standard
deviation. This again reflects the weighting by the steeply-falling
particle momentum distribution, indicating that a relatively small
number of energetic particles does not strongly bias the event
anisotropy, as calculated by the global fit.

If the global fit is applied to Vn! points exclusively at large
particle momenta, factorization behavior can be tested for correla-
tions that are predominantly jet-induced. An example is shown in
Fig. 7, where the global fit has been applied to Vn! points within
5 < paT < 15 GeV/c. In this case, there are six Vn! datapoints fit-
ted, and three fit parameters, which are vn{GF} at 5–6, 6–8, and
8–15 GeV/c. An approximate factorization is observed over this
range. The agreement between fit and data for the lowest fitted
datapoint (at 5–6 GeV/c) is rather poor, indicating that the corre-
lations there are in a transitional region that is less jet-dominated
than at higher pT .

The parameters from the high-pT global fit can be plotted, just
as was done in Fig. 6, to demonstrate their pT and centrality de-
pendence. However, the sign definition of vn becomes problematic
in the case where vn(ptT ) and vn(paT ) have the same sign, but
Vn! < 0. In this case, the vn coefficients are represented to be
positive as a matter of convention.

The fit results from these high-ptT , high-p
a
T long-range corre-

lations are shown as open points in Fig. 8. The clear deviation
between the two different sets of points demonstrates that it is
not possible for a single-valued set of vn(pT ) points to simultane-
ously describe both low-paT and high-paT pair anisotropy.

It is instructive to study the dependence of the Vn! values on
the minimum |!η| separation in order to observe the influence of
the near-side peak. This is shown in Fig. 9. The Vn! values rise
as the pseudorapidity gap is reduced and a larger portion of the
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Fig. 8. (Color online.) The global-fit parameters, vn{GF}, for 1! n! 5 as obtained using restricted paT fit ranges at two different centralities. The solid (open) points represent
fits using only 0.25 < paT < 5 (5 < paT < 15) GeV/c. The open points represent the magnitude of vn{GF} from high-ptT , high-p

a
T long-range correlations. Statistical uncertainties

are represented by error bars on the points, while systematic uncertainty is depicted by open rectangles.

Fig. 9. (Color online.) Vn! values from 0–10% central Pb–Pb collisions (points) and global fit results (solid lines) for 3.0 < ptT < 4.0 GeV/c as a function of the minimum |!η|
separation for a selection of paT bins. For clarity, points are shown with statistical error bars only. For reference, a dashed line (drawn only in the n = 2 panel) indicates the
|!η|min = 0.8 requirement applied throughout this analysis.

icant high-order Fourier harmonics to describe the narrow recoil
jet peak.

The parameters of the global fit are the best-fit vn{GF} values
as a function of pT , which can be interpreted as the coefficients of
Eq. (1). The results of the global fit for 2! n! 5, denoted vn{GF},
are shown in Fig. 6 for several centrality selections. We note that
the global fit converges to either positive or negative vn{GF} pa-
rameters, depending on the starting point of the fitting routine.
The two solutions are equal in magnitude and goodness-of-fit. The
positive curves are chosen by convention as shown in Fig. 6. In the
0–2% most central data, v3{GF} (v4{GF}) rises with pT relative to
v2{GF} and in fact becomes larger than v2{GF} at approximately
1.5 (2.5) GeV/c. v2{GF} reaches a maximum value near 2.5 GeV/c,
whereas the higher harmonics peak at higher pT . These data are
in good agreement with recent two-particle anisotropic flow mea-
surements [31] at the same collision energy, which included a
pseudorapidity gap of |!η| > 1.0.

For 2! n! 5, the results are not strongly sensitive to the upper
paT limit included in the global fit. The global fit was performed not
only over the full momentum range (as shown in Fig. 6), but also
with the restriction to Vn! points with paT < 2.5 GeV/c. The out-
come was found to be identical to the full fit within one standard
deviation. This again reflects the weighting by the steeply-falling
particle momentum distribution, indicating that a relatively small
number of energetic particles does not strongly bias the event
anisotropy, as calculated by the global fit.

If the global fit is applied to Vn! points exclusively at large
particle momenta, factorization behavior can be tested for correla-
tions that are predominantly jet-induced. An example is shown in
Fig. 7, where the global fit has been applied to Vn! points within
5 < paT < 15 GeV/c. In this case, there are six Vn! datapoints fit-
ted, and three fit parameters, which are vn{GF} at 5–6, 6–8, and
8–15 GeV/c. An approximate factorization is observed over this
range. The agreement between fit and data for the lowest fitted
datapoint (at 5–6 GeV/c) is rather poor, indicating that the corre-
lations there are in a transitional region that is less jet-dominated
than at higher pT .

The parameters from the high-pT global fit can be plotted, just
as was done in Fig. 6, to demonstrate their pT and centrality de-
pendence. However, the sign definition of vn becomes problematic
in the case where vn(ptT ) and vn(paT ) have the same sign, but
Vn! < 0. In this case, the vn coefficients are represented to be
positive as a matter of convention.

The fit results from these high-ptT , high-p
a
T long-range corre-

lations are shown as open points in Fig. 8. The clear deviation
between the two different sets of points demonstrates that it is
not possible for a single-valued set of vn(pT ) points to simultane-
ously describe both low-paT and high-paT pair anisotropy.

It is instructive to study the dependence of the Vn! values on
the minimum |!η| separation in order to observe the influence of
the near-side peak. This is shown in Fig. 9. The Vn! values rise
as the pseudorapidity gap is reduced and a larger portion of the
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Testing hydro & initial state pictures

LHC v2, v3 data adds strong constraints to I.C. + η/s combination

Caveat: models don’t get vn(pT) quite right.
Future work: event-by-event hydro, hadronization/chemistry improvements
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Fig. 2. (Color online.) v2 and v3 vs. centrality, compared with ALICE v2{2}, v2{4},
v3{2}, and v3{4} data for 2.76A TeV Pb + Pb [25].

most central (0–5%) collisions the spectra from both models agree
well with published ALICE data. In more peripheral collisions the
MC-KLN spectra are harder than those from MC-Glauber initial
conditions. This is a consequence of larger radial flow caused by
larger transverse viscous pressure gradients in the MC-KLN case
where the fluid is taken to have 2.5 times larger shear viscosity
than for the MC-Glauber simulations, in order to obtain the same
elliptic flow [4,6]. In peripheral collisions these viscous effects are
stronger than in more central collisions where the fireball is larger
[49]. As shown in [21,50], event-by-event evolution of fluctuating
initial conditions generates, for small values of η/s, flatter hadron
spectra than single-shot hydrodynamics, especially in peripheral
collisions, due to stronger radial flow driven by hot spots in the
fluctuating initial states. Proper event-by-event evolution of the
latter is therefore expected to reduce the difference between the
MC-Glauber and MC-KLN curves in Fig. 1(b) since this effect is rel-
atively strong for η/s = 0.08 (MC-Glauber) [21] but almost absent
for η/s = 0.2 (MC-KLN) [42].

3. pT -integrated elliptic and triangular flow

In Fig. 2 we compare our pT -integrated v2 and v3 as func-
tions of centrality with ALICE v2{2}, v2{4}, v3{2}, and v3{4} data,
extracted from 2- and 4-particle correlations [25]. For both mod-
els, v2,3 from averaged smooth initial conditions lie between the
experimental v2,3{2} and v2,3{4} values. This is consistent with

the theoretical expectation [51,52] that vn{2} (vn{4}) is shifted up
(down) relative to the average flow by event-by-event flow fluc-
tuations and was also found in [8,13,16]. Upon closer inspection,
however, and recalling that ideal single-shot hydrodynamics with
smooth initial condition was shown [21] to generate v2 similar to
v2{2} from the corresponding event-by-event evolution, it seems
that the MC-KLN is favored since it produces v2 results closer
to the v2{2} data. Unfortunately, similar reasoning using v3 ar-
gues against the MC-KLN model. To eliminate the interpretation
difficulties associated with a comparison of average flows from
single-shot evolution of averaged initial conditions with data that
are irreducibly affected by naturally existing event-by-event fluc-
tuations, we proceed to a comparison of eccentricity-scaled flow
coefficients.

Assuming linear response of v2,3 to their respective eccentrici-
ties ε2,3 (which was found to hold with reasonable accuracy for v2
and v3 but not for higher order anisotropic flows [21]), we follow
[53] and scale the flow v2,3 from single-shot hydrodynamics by the
eccentricity ε̄2,3 of the ensemble-averaged smooth initial energy
density, while scaling the experimental v2,3{2} and v2,3{4} data
by the corresponding fluctuating eccentricity measures ε2,3{2} and
ε2,3{4}, respectively, calculated from the corresponding models. In
[42] we justify this procedure for v2,3{2} and v2{4} for viscous hy-
drodynamics (see [21] for event-by-event ideal fluid dynamics) and
also show that it fails for v3{4}/ε3{4} since this ratio is found to
differ strongly from v3/ε̄3.

The eccentricity-scaled elliptic and triangular flow coefficients
for the MC-KLN and MC-Glauber models are shown in Figs. 3a, b
and 3c, d, respectively, and compared with the corresponding data
from ALICE. The first thing to note is the impressively accurate
agreement between the experimentally measured v2{2}/ε2{2} and
v2{4}/ε2{4}, showing that for elliptic flow the idea of scaling “each
flow with its own eccentricity” [53] works very well. The same is
not true for v3{2}/ε3{2} and v3{4}/ε3{4} for which the experimen-
tal values do not at all agree (not shown), nor are they expected
to [42]. Secondly, both v2{2}/ε2{2} and v2{4}/ε2{4} measured by
ALICE agree well with the viscous hydrodynamic calculations, for
both the MC-Glauber and MC-KLN models, confirming that for
each model the correct value of η/s has been used as far as el-
liptic flow is concerned.

We emphasize that the conclusions up to this point, based
on the analysis of elliptic flow alone, agree with what has by
now been firmly established [6,16,35]: to reproduce experimental
v2 measurements, the MC-Glauber model must be coupled with
η/s = 0.08 while MC-KLN initial profiles require η/s = 0.16–0.20.
Once η/s is fixed from v2, their predictions for triangular flow

Fig. 3. Eccentricity-scaled, pT -integrated v2,3 for the hydrodynamically evolved MC-KLN (a, b) and MC-Glauber (c, d) models, compared with ALICE v2,3 data for 2.76A TeV
Pb–Pb collisions [25] scaled by their corresponding eccentricities (see text).

CGC & 2.5x ideal 
viscosity describes v2/ε2

But not v3/ε3

Glauber & ideal viscosity 
describes v2/ε2

And v3/ε3!

Qui, Shen, Heinz - Phys Lett B 707 (2012) 151

Data favors very low 
specific shear viscosity
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Future directions

Can we probe hydrodynamic flow at the partonic level?
What is the nature of the initial state?
What are the state properties of the QGP (sound speed, η/s, …)
How does hadronization occur?

Experimental:
 - Joint-harmonic observables (e.g. PRC 84, 034910 (2011))
 - PID at high pT <--constituent quark scaling violation?
 - Prompt photons (both thermal and hard QCD γs)
 - Heavy flavor
 - vn of fully reconstructed jets

Theoretical: enormous recent progress.
Given the recent bounty of data, much catching up to do!
 - vn for higher harmonics (n > 3)
 - models predicting suppression (RAA) and vn simultaneously
(especially for heavy quarks)
 - Full evolution: initial state, hydro, freezeout/hadronization matching data

31

Monday, April 2, 2012



A. Adare

Summary

Integrated elliptic flow is larger than at RHIC
expected from larger radial flow
Differential v2 is roughly the same
Do we understand this?

Fluctuations are significant
Higher harmonics in models constrain initial state and viscosity

Viscous hydro continues to describe vn data
 - Data seem to favor low viscosity and Glauber I.C.s
 - Need event-by-event modeling to capture fluctuation effects

vn at high pT

Transition from flow to jet quenching
Harmonic factorization → understanding jet vs. flow in correlations

Many 2011 dataset analyses underway! Much action still to come.
Thanks!!
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ALICE v2 at high pt 34
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154 Z. Qiu et al. / Physics Letters B 707 (2012) 151–155

Fig. 4. Eccentricity-scaled, pT -differential elliptic and triangular flow for 2.76A TeV Pb–Pb collisions from viscous hydrodynamics with MC-KLN (a, b) and MC-Glauber (c, d)
initial conditions. The ALICE data [25] are scaled according to their corresponding eccentricities, see text.

provide the power to discriminate between these models experi-
mentally.

This is shown in the bottom panels of Fig. 3. Clearly, with the
viscosities needed to reproduce v2, the MC-KLN model badly dis-
agrees with the experimental v3 data. The measured triangular
flow is simply too large to accommodate a specific shear viscosity
as large as 0.2. Within the present approach, the only possibility
to avoid this conclusion is that somehow the MC-Glauber and MC-
KLN models both underpredict the initial third-order eccentricity
ε3 by about 50%. Although we have not gone through the numer-
ical expense of a systematic study trying to fit η/s to the v3 data
independently, the schematic study in [41] tells us that we must
reduce η/s by about a factor 2 (to a value around 0.1) if we want
to fit v3 with the MC-KLN model. This is close to the value of 0.08
needed with the Glauber model to reproduce v2 and, as seen in
Fig. 3d, also v3. For η/s = 0.08, viscous hydrodynamics with MC-
Glauber initial conditions is seen to reproduce the ALICE data quite
well over the entire range of collision centralities, even if the mea-
sured centrality dependence of v3{2}/ε3{2} is a bit steeper than
the calculated one.

Fig. 3 can be summarized by stating that the ALICE data for
the pT -integrated elliptic and triangular data strongly favor MC-
Glauber initial conditions and, by implication, a small value of
η/s ! 0.08 for the specific QGP shear viscosity.

4. pT -differential elliptic and triangular flow

We close this Letter by cross-checking, at one collision cen-
trality (30–40%) where v3(pT ) data are available [25], the pT -
differential anisotropic flows. The corresponding comparison be-
tween data and theory is shown in Fig. 4; as in Fig. 3 we compare
the eccentricity-scaled flows, plotting v2,3/ε̄2,3 for the models and
v2{4}/ε2{4} (v3{2}/ε3{2}) for the elliptic (triangular) flow data. As
seen in the upper panels, both initial state models describe the
measured elliptic flow well up to pT ∼ 1–1.5 GeV/c; at larger pT ,
they overpredict v2(pT ) for charged particles – a problem no-
ticed before [14,16] and possibly related to an imperfect model
description of the measured final chemical composition [41]. The
disagreement at larger pT is worse for MC-Glauber initial condi-
tions; this is likely related to our earlier observation in Fig. 1(b)
that our MC-Glauber pT -spectra are steeper than the MC-KLN ones
in peripheral collisions – an artifact of our single-shot approach
and possibly remedied by a proper event-by-event hydrodynami-
cal simulation.

Fig. 4b shows again the disagreement between theory and ex-
periment for triangular flow when we use MC-KLN initial condi-
tions: the model strongly underpredicts the data at all pT , i.e.
it gives the wrong slope for v2(pT ). With MC-Glauber initial
conditions and correspondingly lower shear viscosity η/s = 0.08
(Fig. 4d), the measured v3(pT ) is well described up to pT ∼
1 GeV/c but overpredicted at larger pT . Again, the latter can be at
least partially attributed to the fact that MC-Glauber pT -spectrum
from our single-shot hydrodynamic approach is too steep at this
collision centrality, which can in future studies be corrected by
performing the hydrodynamic evolution properly event by event.

5. Summary

Using a well-calibrated single-shot viscous hydrodynamic ap-
proach without hadronic cascade afterburner but properly imple-
menting hadronic chemical freeze-out at Tchem ≈ 165 MeV and
including a full set of resonance decays, we have shown that a
combined analysis of the ALICE data for elliptic and triangular
flow from 2.76A TeV Pb–Pb collisions leads to a strong preference
for initial conditions from the Monte Carlo Glauber model, com-
bined with a low value for the QGP shear viscosity η/s ! 0.08, and
disfavors the considerably larger viscosities of η/s ∼ 0.2 that are
required to reproduce the measured elliptic flow when assuming
the more eccentric Monte Carlo KLN initial profiles. Final confir-
mation of these conclusions will require a proper event-by-event
evolution of the fluctuating initial density profiles and coupling
viscous hydrodynamics to a microscopic description of the dilute
late hadronic stage where viscous hydrodynamics breaks down
[54], and a similar analysis of recently published PHENIX data at
lower RHIC energies [23]. Given the large magnitude of the un-
derprediction v3 in the MC-KLN model observed here we doubt,
however, that such more sophisticated approaches will be able to
reverse the conclusions drawn here.

Acknowledgements

We thank R. Snellings for providing us with tables of the ex-
perimental data from the ALICE experiment and for helpful discus-
sions. This work was supported by the U.S. Department of Energy
under Grants No. DE-SC0004286 and (within the framework of the
JET Collaboration) DE-SC0004104.

References

[1] D. Teaney, Phys. Rev. C 68 (2003) 034913.

Monday, April 2, 2012



A. Adare

The Large Hadron Collider 36

30

The phenomenon of tides in the ocean due to the influence of the 
Moon (and to a lesser extent that of the Sun) is well known. They 
cause the level of water on the edge of the sea to rise and fall 
with a cycle of some 12 hours. The ground is also subject to the 
effect of lunar attraction because the rocks that make it up are 
elastic. At the new Moon and when the Moon is full, the Earth’s 
crust rises by some 25 cm in the Geneva area under the effect of 
these ‘ground tides’. This movement causes a variation of 1 mm 
in the circumference of the LHC (for a total circumference of  
26.6 km) and this produces changes in beam energy. Thus, phys-
icists must take the Moon into account in their measurements.

What is so special about the LHC dipoles?

The dipoles of the LHC represented the most important technological 
challenge for the LHC design. In a proton accelerator like the LHC, 
the maximum energy that can be achieved is directly proportional 
to the strength of the dipole field, given a specific acceleration 
circumference. At the LHC the dipole magnets are superconducting 
electromagnets and able to provide the very high field of 8.3 T over 
their length. No practical solution could have been designed using 
‘warm’ magnets instead of superconducting ones. 

The LHC dipoles use niobium-titanium (NbTi) cables, which become 
superconducting below a temperature of 10 K (–263.2°C), that is, 
they conduct electricity without resistance. In fact, the LHC will 
operate at 1.9 K (–271.3°C), which is even lower than the tem-
perature of outer space (2.7 K or –270.5°C). A current of 11 850 A 
flows in the dipoles, to create the high magnetic field of 8.33 T, 
required to bend the 7 TeV beams around the 27-km ring of the 
LHC. If the magnets were made to work at a temperature of 4.5 K 
(-268.7°C ), they would produce a magnetic field of only 6.8 T. For 
comparison, the total maximum current for an average family house 
is about 100 A. 

The following table lists the important parameters for the LHC.

Quantity number

Circumference
Dipole operating temperature
Number of magnets
Number of main dipoles
Number of main quadrupoles
Number of RF cavities
Nominal energy, protons
Nominal energy, ions
Peak magnetic dipole field
Min. distance between bunches
Design luminosity
No. of bunches per proton beam
No. of protons per bunch (at start)
Number of turns per second
Number of collisions per second

26 659 m
1.9 K (-271.3ºC)

9593 
1232 
392

8 per beam
7 TeV 

2.76 TeV/u (*)
8.33 T
~7 m

1034 cm–2 s–1

2808
1.1 x 1011

11 245
600 million

(*) Energy per nucleon

Will the LHC beam energy be influenced by the Moon as 
was the case for the LEP accelerator?

At the LHC, beam energy will be influenced by the Moon in much 
the same way as at LEP. The absolute collision energy is not as criti-
cal an issue for the LHC experiments as it was at LEP, but the tidal 
variations will have to be taken into account when the beams are 
injected into the collider.

LHC the guide

What are sectors and octants in the machine?

The LHC is not a perfect circle. It is made of eight arcs and eight 
‘insertions’. The arcs contain the dipole ‘bending’ magnets, with 154 
in each arc. An insertion consists of a long straight section plus two 
(one at each end) transition regions — the so-called ‘dispersion 
suppressors’. The exact layout of the straight section depends on 
the specific use of the insertion: physics (beam collisions within an 
experiment), injection, beam dumping, beam cleaning. 

A sector is defined as the part of the machine between two inser-
tion points. The eight sectors are the working units of the LHC: the 
magnet installation happens sector by sector, the hardware is com-
missioned sector by sector and all the dipoles of a sector are con-
nected in series and are in the same continuous cryostat. Powering 
of each sector is essentially independent.

An octant starts from the middle of an arc and ends in the middle 
of the following arc and thus spans a full insertion. Therefore, this 
description is more practical when we look at the use of the mag-
nets to guide the beams into collisions or through the injection, 
dumping, and cleaning sections.
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v2 vs. collision energy for 20-30% most central collisions
Hydro behavior follows extrapolated RHIC trend 
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ities [7] but is in agreement with some models that include
viscous corrections which at the LHC become less impor-
tant [12,15–18].

In summary we have presented the first elliptic flow
measurement at the LHC. The observed similarity at
RHIC and the LHC of pt-differential elliptic flow at low
pt is consistent with predictions of hydrodynamic models
[7,14]. We find that the integrated elliptic flow increases
about 30% from

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV at RHIC to
ffiffiffiffiffiffiffiffi
sNN

p ¼

2:76 TeV. The larger integrated elliptic flow at the LHC is
caused by the increase in the mean pt. Future elliptic flow
measurements of identified particles will clarify the role of
radial expansion in the formation of elliptic flow.
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week ending

17 DECEMBER 2010

252302-4

Flow at LHC 30% 
higher than at RHIC

Not unexpected:
larger radial flow 
velocity, thus
higher <pT>

PRL 105 (2010) 252302
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Harmonics up to n = 15

2-particle power spectra at a various momenta
Above n = 6, harmonics are vanishingly small
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ATLAS and CMS vn vs centrality

vn at various different pT ranges
Same features as before:

 - strong size/geometry dependence for v2, 
much weaker for v3 - v6

 - anisotropy peaks near 3-4 GeV/c
 - higher harmonics are weaker
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the full FCal event plane method. The shaded bands indicate
systematic uncertainties from Tables I–V.

up to 3–4 GeV and then decrease. However, they remain
positive even at the highest measured pT, where occa-
sional fluctuations to negative values do not exceed the
statistical precision. This turn-over behavior in pT was
also observed at RHIC for v2 [28, 64], and it is associated
with the transition from anisotropy driven by the collec-
tive expansion to anisotropy driven by a path-length de-
pendent jet energy loss [2, 29]. The overall magnitude of
vn also decreases with increasing n, except in the most
central events where v3 is the largest.

Figure 5 shows the centrality dependence of vn for se-
veral pT ranges. The centrality intervals are presented in
5% or 10% increments, with an additional interval for the
1% most central events. Going from central to periph-
eral events (from right to left along the x-axis), v2 first
increases, reaching a maximum in the 30–50% centrality
range, and then decreases. The higher-order coefficients
v3–v6 show a similar, but much weaker, centrality depen-
dence, and this behavior is consistent with an anisotropy
related to the fluctuations in the initial geometry [32].
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FIG. 6. (Color online) v1/nn /v1/22 vs. pT for several centrality
intervals. The shaded bands indicate the total systematic
uncertainties.

For most of the measured centrality range, v2 is much
larger than the other harmonic coefficients. In central
events, however, v3 and/or v4 becomes larger than v2 for
some pT ranges. At high pT (> 4 GeV), v2 increases to-
wards more peripheral events, presumably reflecting the
dominance of autocorrelations from di-jets.
In an ideal hydrodynamics scenario, vn at low pT is a

power-law function of the radial expansion velocity of the
fluid, leading to the qualitative expectation that vn(pT)
is a power-law function of pT [9, 65]. Previous RHIC re-

sults have shown that v4/v22 (or equivalently v1/44 /v1/22 )
is almost independent of pT [48, 49]. Figure 6 shows

v1/nn /v1/22 vs. pT for various centrality intervals. These
ratios vary weakly with pT except in the 5% most central
events, suggesting that such a scaling relation largely ac-
counts for the pT dependence. However, the overall mag-
nitudes of the ratios seem to vary with centrality and also
vary slightly with n.

Figure 7 shows the centrality dependence of v1/nn /v1/22
for 2 < pT < 3 GeV. Given that the ratios vary weakly
with pT, the results for other pT ranges are similar. The
ratios are almost independent of centrality in mid-central
and peripheral events, but then increase sharply toward
more central events, with a total change of almost a factor
of two over the 0–20% centrality range. In addition, the
ratios for n = 4–6 are similar to each other, while they
are systematically higher than those for n = 3. A similar
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The first harmonic

v1 has a rapidity-odd component
 - From recoil of collision spectators
 - Vanishes over symmetric η interval

and a rapidity-even component
from 
 - fluctuation-induced directed flow, 
 - global pT conservation (arXiv:0809.2949v2), 
 - jet fragmentation
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fer to the original papers, we hope that the information presented here could provide

a good basis to get involved. One will find that, unfortunately, the systematic uncer-

tainties in flow measurements are still rather large, up to 10–15%, and often more.

We identify two directions for future flow measurements, one being large statistics

to try to better understand systematics, and the other being measurement of flow of

rare particles.

1.2 Definitions: flow and nonflow, the reaction and participant
planes.

The reaction plane is spanned by the vector of the impact parameter and the beam

direction. Its azimuth is given by ΨRP. The particle azimuthal distribution measured

with respect to the reaction plane is not isotropic; so it is customary to expand it in

a Fourier series [12]:

E
d3N
d3 p

=
1

2π
d2N

pT d pT dy
(1+

∞

∑
n=1

2vn cos(n(φ −ΨRP))), (1)

where the vn = �cos[n(φi −ΨRP)]� coefficients are used for a quantitative charac-

terization of the event anisotropy, and the angle brackets mean an average over all

particles in all events. The sine terms are not present because of symmetry with re-

spect to the reaction plane. v1 is referred to as directed flow, and v2 as elliptic flow

(see Fig. 1). Radial flow in this paper refers to radial in the transverse plane. The

vn coefficients are functions of rapidity and transverse momentum, and as such they

are often referred to as nth
harmonic differential flow. By integrated flow we mean

the values of the vn coefficients averaged over transverse momentum and rapidity.

Fig. 1 Diagrams of elliptic and directed flow.

Fig. 2 The definitions of the Reaction Plane

and Participant Plane coordinate systems.
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Fluctuations

Fluctuations arise from
 - event-by-event initial-
state nonuniformities
 - at fixed b, mult (F.S. 
density anisotropies)
 - b variations w/in cent bin

Bjoern schenke
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FIG. 14. (Color online) The distributions of the energy momentum tensor components in the transverse plane (x, y) for one typical event
with impact parameter b = 8 fm: the left column for T 00 and the right column for the flow vector (T 0x/T 00, T 0y/T 00). Three different sets of
parameters are used: t0 = 0, σxy = 0.5 fm (top); t0 = 0.6 fm/c, σxy = 0.5 fm (middle); and t0 = 0.6 fm/c, σxy = 1 fm (bottom).

shown in this figure. As expected, the spatial anisotropies
are reduced as one increases the width of the transverse
Gaussian function. Similar to pre-equilibrium evolution shown
before, such smearing effect is more prominent for higher
moments than for lower moments. Combining both effects

(pre-equilibrium evolution and Gaussian smearing), for typical
noncentral collisions ε2 may be reduced by about 10% for a
Gaussian width of σxy = 0.5 fm and a typical pre-equilibrium
evolution time of t0 = 0.6 fm; a factor of 2 larger effect is
observed for for ε4.
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